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#### Abstract

We employ a variant of generalized Eshelby's homogenization method to deduce effective properties of multilayered nanostructured fiber composites where one layer is highly heterogeneous with respect to its mechanical response strain gradients. We focus on carbon (C) fibers coated by carbon nanotubes (CNT) embedded in polymeric matrix with the aid of CNT "blistered" interphase layer developed between the coating and the matrix during processing and/or use.

Each of the three phases is treated for simplicity by classical elasticity, while the interphase layer around the coated fibers ("fuzzy fibers") to provide adhesion, and is treated by the simple gradient elasticity (GradELa) model.

The novelty of the work lies on the fact of treating the CNT "fuzzy" layer by the GradEla model, that consequently allows to consider the extra gradient coefficient or internal length (characterizing this model) in relation to other constitutive and geometric parameters of the composite to optimize its overall mechanical properties and functionality. The method is general and can apply to treat other types of "fuzzy fiber" composites.
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## 1. Introduction

In aerospace industry, fiber reinforced plastic (FRP) composite material can be tailored to produce very strong and stiff lightweight structures. However, the unique properties of fiber composites are often restricted by the poor mechanical properties of the fiber-matrix interface.

To improve the quality of the interface between fiber and matrix a variety of techniques may be applied, with the most approach being to introduce another material or an interphase
layer between fiber and matrix [1-4]. In [1] zinc oxide nanowires (ZnO NW) were radially coated on the surface of IM7 carbon fibers, while various types of coatings were used in [2] to enhance the interaction between fibers and matrix. Here, in particular, a nanostructured layer consisted of a forest of carbon nanotubes (CNTs) grown on coated carbon fibers is considered. This results to a bristled of "fuzzy" interface phase which improves the interfacial adhesion properties, and increases the fiber's surface area for more effective load transfer between fiber and matrix. The situation is analogous to "whiskered fibers" embedded to an epoxy matrix, resulting [3] in increase of the shear strength of the composite by 200-400\% (depending of the properties of the carbon fibers and epoxy matrix). Thus the practical implementation of these ideas led to fabrication of a new class of modern multifunctional composites. According to the review of [4], multifunctional composites are now being designed for simultaneous enhancement of strength, stiffness, toughness, fatigue, damping, and thermal conductivity.

The influence on fracture toughness of multi-walled carbon-nanotubes grown on both sides of the carbon-fiber fabric lamina and on the surface of the woven carbon-fiber fabric were studied in [5]. In addition, the presence of single walled nanotubes in the polymer matrix leads to an increase in the modulus of elasticity of CNT/polymer composites. In [6] the resulting enhanced effect is estimated using the Mori Tanaka method. It was shown that the multi-walled CNT layer has the potential for sensing and accommodating the internal matrix damage. In [7] it was shown that CNTs grown on carbon fibers enhance the in-plane and out-of-plane properties of fiber reinforced polymer composites. In particular, it was concluded that the on-axis tensile strength and ductility of the hybrid polymers were improved by $11 \%$ and $35 \%$, respectively, due to the presence CNTs. The positive effect of CNT waviness on the effective coefficient of thermal expansion of a novel continuous fuzzy fiber reinforced composite was established in [8]. Using 3D multiscale computational models the authors of [9] demonstrated the potential benefits of advanced carbon/glass hybrid reinforced composites with secondary CNT reinforcement for wind energy applications. It is shown in [10] that the presence of multiwalled carbon nanotubes (MWCNTs) on the surface of aramid fibers leads to an increase of the interfacial of aramid shear strength due to increased fiber surface roughness. A comprehensive experimental investigation was conducted in [11] to elucidate the viscoplastic behavior of hybrid polymer matrix composites based on carbon fiber/CNT reinforcement. It was shown that a patterned growth of the CNTs on the carbon fibers lead to improvements on creep deformation and stress relaxation.

A recent method employed to improve the shear performance of a fiber reinforced composite is to grow a nanoforest from CNTs directly on top of the surface of carbon fibers. Such a fiber system, commonly known as "fuzzy fiber" [12], exhibits increased compressive strength in the redial direction along which the CNTs are aligned. Significant fracture toughness
enhancement can also be obtained when the CNTs are aligned such that to reinforce crack interfaces [13]. In a recent review [14] the effect of coating through radial aligned carbon nanotubes on carbon fibers ("fuzzy fibers") on the mechanical properties was analyzed. It was demonstrated that the fuzzy fibers result to improved transverse properties as compared to uncoated composites. Even small additions of CNTs have a very strong effect on these properties. Thus, fuzzy fiber composite material seems to be very promising material.

Further experimental work [15] revealed that the length and density of CNTs grown on top of the surface of carbon fiber are critical factory controlling the enhanced functional properties of CNT-coated carbon/polyester composite materials. Moreover, improved chemo mechanical stability and prevention of strength loss can be established by the "hierarchy" of nanostructures in carbon fiber composites [16].

Presently, there are several micromechanics models proposed by various authors that may be used to determine the effective mechanical properties of "bristled" of "fuzzy" fiber composite materials. In [17, 18] such composites consisting of four layers (namely, a base fiber, a fibercoating layer, a bristled interphase layer, and the matrix material) were studied. This fourcomponent structural model, based on a periodic unit cell, was used to extract the overall effective properties of composites with whiskered fibers by using a two-step homogenization procedure. The first step involves the homogenization of a bristled interphase layer by using the rule of mixtures. In the second step of homogenization procedure, the properties of all phases in the four-component structural model are averaged.

Other authors proposed analytical models to predict the effective elastic properties of bristled fiber composites based on generalized self-consistent Eshelby method [19], or the MoriTanaka method [20], to derive the effective properties for three-phase fuzzy fiber composites. The effect of diameter of CNTs, as well as the effect of an interphase between CNT and matrix, on the overall properties of fuzzy fiber composites were investigated, but the effect of density (quantity) of CNT's was not considered. The results obtained by both methods were in good agreement. It was shown that the presence of CNTs significantly increases the effective transverse elastic constants, while the effective in-plane elastic constant is not affected. At the same time, these constants increased marginally with the increase in CNTs’ diameter, and the role of an interphase was found to be insignificant.

In [12] (and related references quoted therein) a combined approach based on a numerical procedure of asymptotic homogenization for the assemblage of the CNTs forest and generalized self-consistent method was employed to fully describe the effective properties of a three-phase fuzzy fiber composites. The effective properties of the CNT interphase layer were modelled by
using the numerical implementation of asymptotic expansion homogenization method (AEH) for periodic unit cells.

The analytical and numerical results revealed that the transverse and shear properties of fuzzy fiber composites are strongly influenced by the presence of CNTs, while the effect on the axial Young's modulus is nearly marginal. The effects of length and volume fraction of CNTs were also examined, and it was found that both parameters significantly affect the properties of fuzzy fiber composite materials.

In the present paper we depart from previous works by adopting the analytical approach based on the generalized self-consistent method [13] and assuming that the interphase fuzzy layer is described by the GradEla model, used earlier to derive effective properties of "gradient" composites [21]. A recent review on the GradEla model along with the applications including elimination of elastic singularities from dislocation lines and crack tips can be found in [22] along with an extensive number of references on the topic. Application of the generalized selfconsistent Eshelby method allows to take into account variations of the "interphase layer" properties associated with changes in the density of nanofibers across the radial direction in the aligned CNT-forest. Moreover, application of the gradient model for interphase layer allows to compute the effective properties of the whole composite, which now depend, among other things, on an extra gradient or internal length parameter, thus providing another source for the appearance of size effects. Such a combination of the Eshelby methodology with Aifantis GradEla model was outlined in [21] and more recently utilized [23-25] to model locallyfunctional gradient properties and multilayered spherical inclusions. The properties of the fundamental solutions of the GradEla model (see references listed in [22]) are also taken into account. General solutions in each sub-layer of the fibrous system are constructed using the general Papkovich-Neuber representation via potentials of the Laplace and Helmholtz type, along with the radial multipliers method [25, 26].

Another homogenization method for plastically deforming composites incorporating both gradient and surface energy effects has been proposed in [27]. This method may be applied to the present problem, a task to be considered in the future.

## 2. On gradient theories of elasticity

Let us consider the gradient theory of elasticity from the point of the potential energy. The potential energy of deformations $E$ for the center-symmetric materials (expressed in terms of distortion gradients) has the following form [21, 22, 28]:

$$
\begin{equation*}
E=\frac{1}{2} \int_{G}\left[C_{i j k l} R_{i, j} R_{k, l}+C_{i j k l m n} R_{i, j k} R_{l, m n}\right] d G, \tag{1}
\end{equation*}
$$

where $C_{i j k l}=\lambda \delta_{i j} \delta_{k l}+\mu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)$, with $\delta_{i j}$ being the Kronecker delta, $(\lambda, \mu)$ the Lamé coefficients, $C_{i j k l m n}$ a six-order tensor of gradient elasticity moduli for isotropic materials, $G$ the volume of the gradient elastic body (we use the symbol $G$ instead of $V$ in order to conform with the notation of [21]). It is noted that Eq. (1) is a slight generalization of so-called GradEla model [22] where instead of strains (the symmetric part of $R_{i, j}$ ), we use the distortion or displacement gradient tensor ( $R_{i, j}$ ).

The components of the Cauchy-like stress tensor $\sigma_{i j}$ and the double stress tensor $\mu_{i j k}$ are defined by:

$$
\begin{equation*}
\sigma_{i j}=\partial E / \partial R_{i, j}=C_{i j k l} R_{k, l}, \quad \mu_{i j k}=\partial E / \partial R_{i, j k}=C_{i j k l m n} R_{l, m n} . \tag{2}
\end{equation*}
$$

The following symmetry conditions are satisfied for the classical and gradient moduli in Eqs. (1) and (2)

$$
\begin{equation*}
C_{i j k l}=C_{k l i j}, \quad C_{i j k l m n}=C_{l m n i j k} . \tag{3}
\end{equation*}
$$

Thus the gradient theory of elasticity, in which the gradient part of the potential energy is determined by the distortion tensor, we will call the gradient elasticity of distortion. In the case that the potential energy is expressed in terms of the symmetric strain tensor and its special derivatives, the additional condition of symmetry $C_{i j k l m n}=C_{j i k l m n}$ must be introduced.

In [26] it was shown that Eq. (3) must be written only for the symmetric part of the double stress tensor with respect two last indexes. Consequently, for the gradient elasticity the boundary value problem should be formulated only for the symmetric part of the double stress tensor $\mu_{i j k}=\mu_{i k j}$. Then, the tensor of gradient modulus must satisfy the potential conditions $C_{i j k l}=C_{k l i j}, C_{i j k l m n}=C_{l m n i j k}$ and also the necessary symmetry conditions of the order of differentiation, $C_{i j k l}=C_{i j k}, \quad C_{i j k l m n}=C_{i j k n m}$.

Let us consider the variational formulation of the gradient elasticity of distortion

$$
\begin{align*}
& \delta L=0, L=U-A, A=\int_{G} f_{i} R_{i} d G+\iint_{\partial G}\left(t_{i} R_{i}+q_{i} R_{i, j} n_{j}\right) d(\partial G), \\
& \delta L=\int_{G}\left(\sigma_{i j, j}-m_{i j k, k j}+f_{i}\right) \delta R_{i} d G+  \tag{4}\\
& \quad+\iint_{\partial G}\left\{\left[t_{i}-\left(\sigma_{i j}-m_{i j k, k}\right) n_{j}\right] \delta R_{i}-m_{i j k} n_{k} \delta R_{i, j}\right\} d(\partial G)=0,
\end{align*}
$$

where volume integrals are taken over the domain $G$ occupied by the body before the deformation, the surface integrals are taken over the closed smooth boundary surface $\partial G$ of the domain $G, A$ is the work done by external body force $f_{i}$ and Cauchy-like traction $t_{i}, R_{i}$ is the
displacement vector, $R_{i, j}=\partial R_{i} / \partial x_{j}, R_{i, j k}=\partial^{2} R_{i} / \partial x_{j} \partial x_{k}$, and $n_{i}$ are the components of the outward unit normal vector on $\partial G$ (further we assume that $q_{i}=0$ ).

The second term $m_{i j k} n_{k} \delta R_{i, j}$ in the surface integral (4) is the sum of nine terms. Three of them contain the multipliers of the variation of the normal derivatives of displacements, and the other six contain variations of the tangential derivatives of displacements. Since the tangential derivatives of displacements and displacements are not entirely independent, the appropriate terms are integrated by parts. Usually this is done in the following manner:

$$
\begin{align*}
& \iint_{\partial G}\left\{\left[f_{i}-\left(\sigma_{i j}-m_{i j k, k}\right) n_{j}\right] \delta R_{i}-m_{i j k} n_{k} \delta R_{i, j}\right\} d(\partial G)= \\
& =\iint_{\partial G}\left\{\left[f_{i}-\left(\sigma_{i j}-m_{i j k, k}\right) n_{j}+\left(m_{i j k} n_{k}\right)_{, p}\left(\delta_{p j}-n_{p} n_{j}\right)\right] \delta R_{i}-m_{i j k} n_{j} n_{k} \delta\left(R_{i, p} n_{p}\right)\right\} d(\partial G)-  \tag{5}\\
& -\sum \tilde{\mathbb{N}} m_{i j k} v_{j} n_{k} \delta R_{i} d s=0 .
\end{align*}
$$

The traditional approach, in general, leads to the "modification" of the classical static boundary conditions by introducing in Eq. (5) a non-classical term $\left(m_{i j k} n_{k}\right)_{p}\left(\delta_{p j}-n_{p} n_{j}\right)$, and to the appearance of additional requirements for the continuity of the displacement vector $\delta R_{i}$ and the vector of the "meniscus" forces $m_{i j k} v_{j} n_{k}$ when passing to the surface.

There is the unique simple form of gradient theory of elasticity (the GradEla model) where the tensor of gradient moduli of the sixth order has the special form:

$$
\begin{equation*}
C_{i j k m l}=\left(l^{2} / \mu\right) C_{r k j j} C_{r l m n} \tag{6}
\end{equation*}
$$

Here $l$ denotes the internal length parameter representing the spatial arrangement of the underlying micro/nano structure.

For the simplified gradient model with the tensor of gradient elastic moduli given by Eq. (6), the static boundary condition for the variation of the displacements of the shape $\delta R_{i}$ in the surface integral is written with respect the "classical" stresses $\sigma_{i j}-m_{i j k, k}$ only. As a result, the variational form $m_{i j k} n_{j} n_{k} \delta\left(R_{i, p} n_{p}\right)$ for the moment boundary conditions given by Eq. (5) is represented as a linear variational form with respect to the variations of three linearly independent combinations of normal and tangential derivatives of the displacement.

The tensor of the "classical" stresses (corresponding to the real Cauchy strain of classical elasticity) has the form:

$$
\begin{equation*}
s_{i j}=\left(\sigma_{i j}-m_{i j, k}\right)=C_{i j m n} R_{m, n}-\left(l^{2} / \mu\right) C_{r l m n} R_{m, n l k}=C_{i j m n} U_{m, n}=\sigma_{i j}(\mathbf{U}), \tag{7}
\end{equation*}
$$

where $\sigma_{i j}(\boldsymbol{U})$ is the stress operator under vector

$$
\begin{equation*}
U_{i}=R_{i}-\left(l^{2} / \mu\right) C_{i c a b} R_{a, b c} . \tag{8}
\end{equation*}
$$

As a result, the potential energy has the form:

$$
\begin{align*}
& E=\frac{1}{2} \int_{G}\left[C_{i j n m} R_{n},{ }_{m} R_{i}, j+\left(l^{2} / \mu\right) C_{r k j} C_{r l m n} R_{i}, j k\right. \\
&=\frac{1}{2} \int_{G}\left[C_{i j m}\right] d G=  \tag{9}\\
& R_{n}, m \\
&\left.R_{i}, j_{j}+C u_{i} u_{i}\right] d G
\end{align*}
$$

where $u_{i}=-\left(l^{2} / \mu\right) C_{i c a b} R_{a, b c}$, or $u_{i}=-(1 / C) L_{i j}\left(R_{j}\right), C^{-1}=l^{2} / \mu$. The quantity $u_{i}$ is the vector of the "cohesion" displacements, which satisfies to the Helmholtz equation $\left(L_{i j}-C \delta_{i j}\right)\left(u_{i}\right)=0$, where $L_{i j}$ is the Lamé operator of the classical theory of elasticity (see, for example, [22] references listed therein on Ru-Aifantis theorem), and $U_{i}=R_{i}-u_{i}$ is the vector of "classical" displacements.

Using Eq. (9), the variational equation may be rewritten in the following form:

$$
\begin{align*}
& \delta L=\int_{G}\left[\left(s_{i j, j}+f_{i}\right) \delta R_{i} d G+\iint_{\partial G}\left(t_{i}-s_{i j} n_{j}\right) \delta R_{i} d(\partial G)-\right. \\
& -\iint_{\partial G}\left(C^{-1}\right)\left(C_{r l m n} R_{m, n l}\right) \delta\left(C_{r k i j} R_{i, j} n_{k}\right) d(\partial G) . \tag{10}
\end{align*}
$$

Thus, in view of Eq. (10), the equilibrium equations and the static boundary conditions are formulated with respect to the "classical" stress tensor $\mathrm{s}_{i j}=C_{i j m n} U_{m, n}=\sigma_{i j}(\boldsymbol{U})$, and all moment boundary conditions are formulated for the generalized vector of moments $\left(C^{-1}\right)\left(C_{r l m n} R_{m, n l}\right)$, signifying the work of the vector of generalized displacements $\left(C_{s k i j} R_{i, j}\right) n_{k}$, ( $R_{i}=U_{i}-u_{i}$ ) on the surface of the body.

In applications it is may be convenient to write the static boundary conditions in terms of "cohesion" $u_{i}$ and "classical" $U_{i}$ displacement fields

$$
\begin{aligned}
& \delta L=\int_{G}\left[\left(\sigma_{i j, j}(\boldsymbol{U})+f_{i}\right) \delta R_{i} d G+\right. \\
& +\int_{\partial G}\left[t_{i}-\sigma_{i j}(\boldsymbol{U}) n_{j}-\left(T_{i j}(\boldsymbol{u})\right)_{j}+\left(T_{i}(\boldsymbol{u})\right)_{k} n_{k}\right] \delta R_{i} d(\partial G)- \\
& -\iint_{\partial G} T_{i}(\boldsymbol{u}) \delta\left[\left(R_{i, k}\right) n_{k}\right] d(\partial G) .
\end{aligned}
$$

where $C_{r k i j} n_{k} n_{j} u_{r}=T_{i}(\boldsymbol{u}), \quad T_{i j}(\boldsymbol{u})=C_{r k j} n_{k} u_{r}$.
It can be verified that among all models with potential energy given by Eq. (9) there is a unique model for the gradient stiffness matrix $C_{i j k l m n}$ for which the potentiality conditions and necessary symmetry conditions are fulfilled $C_{i j k l m n}=C_{i j k l n m}$ [24]:

$$
\begin{align*}
& C_{i j k l m n}=\frac{\mu}{C}\left[\mu \delta_{j k} \delta_{i l}+\frac{\mu+\lambda}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i j} \delta_{k l}\right)\right] \delta_{m n}+ \\
& +\frac{\mu+\lambda}{2 C}\left\{\left[\mu \delta_{j k} \delta_{i m}+\frac{\mu+\lambda}{2}\left(\delta_{i k} \delta_{j m}+\delta_{i j} \delta_{k m}\right)\right] \delta_{l n}+\left[\mu \delta_{j k} \delta_{i n}+\frac{\mu+\lambda}{2}\left(\delta_{i k} \delta_{j n}+\delta_{i j} \delta_{k n}\right)\right] \delta_{l m}\right\} . \tag{11}
\end{align*}
$$

The choice of the matrix $C_{i j k l m n}$ in the form of Eq. (11) corresponds to an asymmetric tensor of the moment stresses $\mu_{i j k}$; so the model defined by Eqs.(1) - (3), (6) - (9) and (11) corresponds to the gradient elasticity of distortions, where $C_{i j k l m n} \neq C_{j i k l m n}$, and the third-rank moments tensor satisfies the symmetry condition $\mu_{i j k}=\mu_{i k j}$ for the last two indices.

The gradient model defined by Eqs. (1) - (3), (6) - (9) and (11) will be used to describe the properties of the CNTs interphase layer and to estimate the effective properties of the fibrous composite. At the same time, the variability of the properties of the interphase layer with respect to the radial coordinate will be modeled according to the localization of the gradient solution [29].

## 3. Contact boundary conditions for the Eshelby problem of the CNT fuzzy fiber composite

We study the effective mechanical characteristics of a fiber composite material reinforced by straight fibers with CNT fuzzy layers by employing the self-consistent Eshelby's model of four cylindrical bodies. The density of the CNT nanotubes varies near the surface of the base fibers and the effective characteristics of the interfacial "fuzzy" layer of whiskers depend on the distance $r$ from the surface of the base fibers. To take into account the variability of CNT interphase layer we propose to use the aforementioned gradient theory. We believe that the gradient solution is particularly suitable for describing the functional graded material properties, such as exponential changes near zones of the contacted phases.

Thus, we consider an analytical method for constructing explicit solutions of the generalized Eshelby problem, which can be called the method of radial coefficients. The solution of the general problem for the displacements is constructed with the aid of a generalized Papkovich-Neuber representation. This representation contains, in particular, the classical representation of the theory of elasticity for vanishing cohesive field. Initially, we consider a more traditional configuration made up from three cylindrical bodies, and determine the variable characteristics of the CNT interphase layer itself. Then, in order to define the effective properties of the "fuzzy" fiber composite as whole and to take into consideration the functional gradient properties of the CNT interphase layers, a more general configuration made up by four cylindrical bodies with a gradient model for the interphase layer is used.

The generalized Eshelby problem is solved for the cylindrical fragment that is presented in Fig. 1. It is assumed that the cylinders are arranged along the axis $z$. The intermediate phase
$G_{L}$ is described by the gradient elasticity model. The remaining phases are described by the Lamé equations of classical elasticity. The problem is to consider the multilayered structure (see Fig. 1) and to obtain a solution of the generalized Eshelby problem for an isolated complex inclusion in a matrix under the uniform deformation at infinity.


Fig.1. A four-body configuration for a fiber-reinforced composite with a fuzzy layer
This gradient theory of elasticity formulation can be written using the following representation (see [24]) of the displacements through the auxiliary potentials $\boldsymbol{f}_{0}, \phi_{0}$ and $\boldsymbol{f}, \boldsymbol{f}^{*}$ satisfying the Laplace and Helmholtz equations:

$$
\begin{align*}
& \boldsymbol{R}(P)=\frac{\boldsymbol{f}_{0}-\boldsymbol{f}}{\mu}+\nabla\left[\frac{\phi_{0}-\boldsymbol{r} \boldsymbol{f}_{0}}{4 \mu(1-v)}-\operatorname{div}\left(\frac{\boldsymbol{f}^{*}-\boldsymbol{f}}{C}\right)\right],  \tag{12}\\
& \nabla^{2} \boldsymbol{f}_{0}=\nabla^{2} \phi_{0}=0, \quad \nabla^{2} \boldsymbol{f}-\frac{C}{\mu} \boldsymbol{f}=0, \quad \nabla^{2} \boldsymbol{f}^{*}-\frac{C}{k} \boldsymbol{f}^{*}=0, \quad k=2 \mu+\lambda . \tag{13}
\end{align*}
$$

As before, $\mu$ is the shear modulus, $v$ is thePoisson ratio, $\lambda$ is the Lamé cefficient and $C$ is a scale parameter, signifying the changing of characteristics in the whiskers "fuzzy" layer.

The representation embodied in Eqs. (12), (13) also provides a solution of the classical elasticity theory in the case when $C \rightarrow \infty$ (potentials $\boldsymbol{f}$ and $\boldsymbol{f}^{*}$ are zero). The form of the representation given by Eq. (12) allows us to divide the general vector of displacements $\boldsymbol{R}$ into the vector of classical displacements $\boldsymbol{U}$ and vector of cohesion displacements $\boldsymbol{u}$ :

$$
\begin{equation*}
\boldsymbol{R}=\boldsymbol{U}-\boldsymbol{u}, \quad \boldsymbol{U}(P)=\frac{\boldsymbol{f}_{0}}{\mu}+\frac{\nabla\left(\phi_{0}-\boldsymbol{r} \boldsymbol{f}_{0}\right)}{4 \mu(1-v)}, \quad \boldsymbol{u}(P)=\frac{\boldsymbol{f}}{\mu}+\frac{\nabla \operatorname{div}\left(\boldsymbol{f}^{*}-\boldsymbol{f}\right)}{C} . \tag{14}
\end{equation*}
$$

Here $\boldsymbol{u}(P)$ is an additional field of exponential type, determined by the Helmholtz equations given by Eq. (13). This field introduces an additional exponential variability to the field of classical displacements $\boldsymbol{U}(P)$ associated with the variable characteristics of the layer. We assume that the cohesion field vanishes in the regions $G_{I}, G_{M}$ and $G_{H}$.

The method presented in this section is valid for an arbitrary number of layers and for an arbitrary combination of gradient and classical interphase regions. Contact conditions on the interface boundaries include another set of different equations, depending on the nature of the contact between two gradient layers, or between a gradient and a classical layer, or between two
classical layers. Correspondingly, the number of vector contact equations is four, three or two. In the case of contact of two regions, one of which is described in the framework of the classical elasticity and the other by the gradient elasticity, the contact conditions have the following form:

$$
\begin{equation*}
[\boldsymbol{R}]=[\boldsymbol{p}(\boldsymbol{U})-\hat{\boldsymbol{p}}(\boldsymbol{u})]=0, \quad \frac{\partial \boldsymbol{R}}{\partial n}=0, \quad \hat{\boldsymbol{p}}(\boldsymbol{u})=\frac{\partial\left(T_{j} \boldsymbol{u}\right)}{\partial x_{j}}-\frac{\partial(T \boldsymbol{u})}{\partial n}, P \in \partial G_{I} \cup \partial G_{M}, \tag{15}
\end{equation*}
$$

where the $3 \times 3$ matrices $T_{j}$ and $T$ are expressed in terms of the material characteristics and the components of the normal vector at the boundary are as follows:

$$
T_{j}=\left\{-\mu\left(\delta_{k l} n_{j}+\delta_{j l} n_{k}\right)-\lambda \delta_{j k} n_{l}\right\}, \quad T=T_{j} n_{j}=\left\{-\mu \delta_{k l}-(\mu+\lambda) n_{k} n_{l}\right\},
$$

where $\boldsymbol{p}(\boldsymbol{U})=\left\{\sigma_{i j}(\boldsymbol{U}) n_{j}\right\}$ are the surface stresses defined on the classical displacement field, with $n_{i}$ being as usual the normal unit vector, and [.] denoting the jump of the respective quantity at the interface boundary.

In the most general case of contact of two gradient layers, the boundary conditions can be obtained directly from the variation of Eq. (9). On the other hand, it is useful to represent the boundary conditions in terms of classical and cohesive displacement fields. To do that let us consider the bilinear form corresponding to the energy functional given by Eq. (9) and rewrite this equation using integration by parts:

$$
E\left(\boldsymbol{R}, \boldsymbol{R}^{\prime}\right)=\int_{G}\left[2 \mu \varepsilon_{i j} \varepsilon_{i j}^{\prime}+\lambda \theta \theta^{\prime}+\frac{\left(L_{i j} R_{j}\right)\left(L_{i j} R_{j}^{\prime}\right)}{C}\right] d G=\int_{\partial G} p_{i}\left(\boldsymbol{R}^{\prime}\right) R_{i} d(\partial G)-\int_{G}\left(L_{i j} R_{j}^{\prime}\right) U_{i} d G,
$$

where $U_{i}=R_{i}-L_{i j} R_{j} / C, L_{i j}=(\lambda+\mu) \partial_{i} \partial_{j}+\delta_{i j} \mu \nabla^{2}$.
Next, we use integration by parts for the second terms in the last equation and take into account the expansion $\boldsymbol{R}=\boldsymbol{U}-\boldsymbol{u}$. As a result, we find the following equation:

$$
\begin{aligned}
& E\left(\boldsymbol{R}, \boldsymbol{R}^{\prime}\right)=\int_{G} f_{i} R_{i}^{\prime} d G+\int_{\partial G}\left[p_{i}(\boldsymbol{U}) R_{i}^{\prime}-u_{i} p_{i}\left(\boldsymbol{R}^{\prime}\right)\right] d(\partial G)=\int_{G} f_{i} R_{i}^{\prime} d G+\int_{\partial G}\left[\boldsymbol{p}(\boldsymbol{U}) \boldsymbol{R}^{\prime}+\left(T_{j} \boldsymbol{u}\right) \frac{\partial \boldsymbol{R}^{\prime}}{\partial x_{j}}\right] d(\partial G)= \\
& =\int_{G} f_{i} R_{i}^{\prime} d G+\int_{\partial G}\left[\boldsymbol{p}(\boldsymbol{U})-\frac{\partial\left(T_{j} \boldsymbol{u}\right)}{\partial x_{j}}+\frac{\partial(T \boldsymbol{u})}{\partial n}\right] \boldsymbol{R}^{\prime} d(\partial G)+\int_{\partial G}(T \boldsymbol{u}) \frac{\partial \boldsymbol{R}^{\prime}}{\partial n} d(\partial G), \quad T=T_{j} n_{j} .
\end{aligned}
$$

Thus, we obtained the integral Green's formula, along with the following boundary conditions (see also [25]):

$$
\begin{equation*}
[\boldsymbol{R}]=\left[\frac{\partial \boldsymbol{R}}{\partial n}\right]=0, \quad[T \boldsymbol{u}]=[\boldsymbol{p}(\boldsymbol{U})-\hat{\boldsymbol{p}}(\boldsymbol{u})]=0, \quad \hat{\boldsymbol{p}}(\boldsymbol{u})=\frac{\partial\left(T_{j} \boldsymbol{u}\right)}{\partial x_{j}}-\frac{\partial(T \boldsymbol{u})}{\partial n} . \tag{16}
\end{equation*}
$$

These equations represent the continuity condition for the general displacement together with their first-order spatial derivatives, and also the continuity of the surface and double stresses $T \boldsymbol{u}$ determined by the values of the cohesive field at the interface boundary. The additional condition $\partial \boldsymbol{R} / \partial n=0$ on the interface boundary of the "classical" domain follows from the integral

Green's formula under the additional assumption that the cohesion field vanishes in this domain. Note, that another possible condition for the interface boundary of the classical domain is $\boldsymbol{u}(P)=0$, but the condition of smooth joining of the respective layers $\partial \boldsymbol{R} / \partial n=0$ is more preferable.

Thus, it is required to construct a vector function $\boldsymbol{R}(P)$ in the form given by Eqs. (12) - (14) which satisfies the contact boundary conditions given by Eq. (15) with a linear asymptotic behavior at infinity corresponding to the homogeneous deformation state given by the displacements field $\boldsymbol{U}^{(H)}$ :

$$
\boldsymbol{R}(P) \rightarrow \boldsymbol{U}^{(H)}, \quad \boldsymbol{U}^{(H)}=\left\{\varepsilon_{i j}^{(0)} x_{j}\right\}, \quad P \rightarrow \infty
$$

For further convenience, the displacement $\boldsymbol{U}^{(H)}$ is defined by the Papkovich-Neuber representation with the harmonic polynomial of the first degree $\boldsymbol{f}^{(H)}$ :

$$
\boldsymbol{R}(P) \rightarrow \boldsymbol{U}^{(H)}, \quad \boldsymbol{U}^{(H)}=\frac{\boldsymbol{f}^{(H)}}{\mu_{H}}-\frac{\nabla\left(\boldsymbol{r} \boldsymbol{f}^{(H)}\right)}{4 \mu_{H}\left(1-v_{H}\right)}, \quad P=\{x, y, z\} \rightarrow \infty .
$$

Here $\mu_{H}, v_{H}, \lambda_{H}$ are the stiffness parameters for an isotropic homogeneous medium, corresponding to the effective characteristics of the Eshelby-Christensen model for the four cylindrical bodies.

## 4. The generalized Eshelby problem

The problem formulated above is defined in subdomains $G_{j}$ for the solutions obtained with the aid of the auxiliary potentials in Eqs. (12)-(14) satisfying the homogeneous Helmholtz and Laplace equations. We must ensure that the asymptotic behavior of solutions for the equivalent homogenized medium (the phase $G_{H}$ ) has the form of an harmonic polynomial of the first degree. The solutions for the other phases (subdomains $G_{j}$ ) contain regular and singular potentials that are necessary for constructing these solutions in an explicit form with the necessary properties. These potentials can be represented as products of homogeneous harmonic polynomials of the first degree $\boldsymbol{f}^{(j)}(P)$ with the regular and singular radial multipliers $h_{1}, \hat{h}_{1}$, $h_{1}^{*}, \hat{h}_{1}^{*}, h_{1}^{(0)}, \hat{h}_{1}^{(0)}$, which are functions depending only on the radial coordinate in the cylindrical coordinate system:

$$
\begin{equation*}
h_{1}=\left(\frac{1}{r} \frac{d}{d r}\right)\left[I_{0}(\kappa r)\right], \quad \hat{h}_{1}=\left(\frac{1}{r} \frac{d}{d r}\right)\left[K_{0}(\kappa r)\right], \quad h_{1}^{(0)}=r^{6}, \quad \hat{h}_{1}^{(0)}=r^{-2} . \tag{17}
\end{equation*}
$$

Here $\kappa=\sqrt{C / \mu}$ is the scale internal length parameter entering the Helmholtz equation and $I_{0}(z)$ is the modified Bessel function of zero order; $K_{0}(z)$ is the zero order MacDonald function (this is the fundamental solution of the Helmholtz equation on the plane); $h_{1}^{*}$ and $\hat{h}_{1}^{*}$ are
determined by the same formulas given by Eq. (18), but with a different scale parameter $\kappa^{*}=\sqrt{C / k}, k=2 \mu+\lambda$. Note that the functions $\left(h_{1}, h_{1}^{*}, h_{1}^{(0)}\right)$ define the regular potentials and the functions with a superimposed hat $\left(\hat{h}_{1}, \hat{h}_{1}^{*}, \hat{h}_{1}^{(0)}\right)$ define the singular potentials.

In the method proposed, the potentials of the Papkovich-Neuber representation are determined via radial multipliers and basic harmonic polynomials of the first degree $f^{(j)}$ in the regions $G_{j}$. The polynomials establish the connection of the local solutions with those of asymptotic behavior at infinity, and also allow to resolve the contact equations at the interface boundaries. This is possible, since radial multipliers have constant values on cylindrical surfaces. Linear relationships, that follow from the contact equations on the boundaries, are established between the coefficients of the basic polynomials and the corresponding ones at infinity. With each subdomain $G_{j}$ a sufficient number of basic potentials is associated, and this number coincides with the number of contact equations on the interface boundaries.

To approximate the classical part $\boldsymbol{U}(P)$ of displacements, a system of four basic potentials is introduced in combination with the radial multipliers $h_{1}^{(0)}=r^{6}$ and $\hat{h}_{1}^{(0)}=r^{-2}$ :

$$
\begin{equation*}
\boldsymbol{f}_{1}=\boldsymbol{f}^{(j)}, \quad \boldsymbol{f}_{2}=r^{-2} \boldsymbol{f}^{(j)}, \quad \boldsymbol{f}_{3}=\nabla \operatorname{div}\left(r^{-2} \boldsymbol{f}^{(j)}\right), \quad \boldsymbol{f}_{4}=r^{6} \nabla \operatorname{div}\left(r^{-2} \boldsymbol{f}^{(j)}\right) ; \tag{18}
\end{equation*}
$$

This system satisfies the Laplace equation (see also [24, 25]). Similarly, in order to approximate the cohesion field $\boldsymbol{u}(P)$ in all subdomains $G_{j}$ - where the solution is determined by the gradient equations (for example, in the fuzzy layer $G_{L}$ ) - in addition to the potentials in Eq. (18), another system of four basic potentials in combination with the radial multipliers $h_{1}, \hat{h}_{1}, h_{1}^{*}$ and $\hat{h}_{1}^{*}$ defined by Eq. (7) is introduced:

$$
\begin{equation*}
\boldsymbol{f}_{5}^{*}=h_{1}^{*}(r) \boldsymbol{f}^{(j)}, \quad \boldsymbol{f}_{6}^{*}=\hat{h}_{1}^{*}(r) \boldsymbol{f}^{(j)}, \quad \boldsymbol{f}_{7}=h_{1}(r) \boldsymbol{f}^{(j)}, \quad \boldsymbol{f}_{8}=\hat{h}_{1}(r) \boldsymbol{f}^{(j)} . \tag{19}
\end{equation*}
$$

This system satisfies the Helmholtz equation (see also [24, 25]).
Substitution of the potentials of Eqs. (18), (19) into the generalized Papkovich-Neuber representation given by Eq. (12) and then use of the contact conditions given by Eqs. (15) and (16), transform the product of the radial factors and polynomial functions into a sum of several terms, which are linear combinations of some operators of basic harmonic polynomials with multipliers $h_{1}, h_{2}, h_{3}$ :

$$
\begin{equation*}
\boldsymbol{F}(P)=h_{1}(r) \boldsymbol{f}^{(j)}+h_{2}(r) \boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}+h_{3}(r) \boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(j)}\right) . \tag{20}
\end{equation*}
$$

Here $\boldsymbol{F}(P)$ could be the displacement, its first order derivative, surface forces or moments accordingly to Eqs. (15), (16). Eq. (20) defines the form of the boundary function entering in the contact condition with coefficients $h_{1}, h_{2}, h_{3}$, which assume a constant value on the contact
surface. This consists of the basic polynomial $\boldsymbol{f}^{(j)}$, as well as the polynomial of planar expansion $\boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}$ and the biharmonic contribution $\boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(j)}\right)$.

Below, a specific form of the expansion formula given by Eq. (20) for the values entering in the contact equations is given for the basic potentials of Eqs. (18), (19) on a cylindrical surface of the radius $r$. The components are determined by the first-order basic polynomial $\boldsymbol{f}^{(j)}$, which is related to the polynomials of the asymptotic behavior at infinity by the following linear equations with unknown coefficients:

$$
\begin{equation*}
\boldsymbol{f}^{(j)}(P)=A_{j} \boldsymbol{f}^{(H)}(P)+B_{j} \boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(H)} . \tag{21}
\end{equation*}
$$

The potentials $\boldsymbol{f}_{1}, \boldsymbol{f}_{2}, \boldsymbol{f}_{3}, \boldsymbol{f}_{4}$ generate the following expansions associated with Eq. (20):

$$
\begin{gathered}
\boldsymbol{U}=\frac{(1-2 v) \boldsymbol{f}^{(j)}}{2 \mu(1-v)}, \quad \frac{\partial \boldsymbol{U}}{\partial r}=\frac{\boldsymbol{U}}{r}, \quad \boldsymbol{p}=r^{-1} \frac{(1-2 v) \boldsymbol{f}^{(j)}+v\left(\boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}\right)}{1-v} ; \\
\boldsymbol{U}=\frac{r^{-2}}{2 \mu(1-v)}\left((1-2 v) \boldsymbol{f}^{(j)}+\frac{\boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(j)}\right)}{r^{2}}\right), \quad \frac{\partial \boldsymbol{U}}{\partial r}=-\frac{\boldsymbol{U}}{r}, \\
\boldsymbol{p}=\frac{r^{-3}}{1-v}\left(\boldsymbol{f}^{(j)}+v\left(\boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}\right)-\frac{3 \boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(j)}\right)}{r^{2}}\right) ; \\
\boldsymbol{U}=-\frac{r^{-4}(3-2 v)}{\mu(1-v)}\left(2 \boldsymbol{f}^{(j)}+\boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}-\frac{4 \boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(j)}\right)}{r^{2}}\right), \quad \frac{\partial \boldsymbol{U}}{\partial r}=-\frac{3 \boldsymbol{U}}{r}, \\
\boldsymbol{p}=\frac{r^{-5} 6(3-2 v)}{1-v}\left(2 \boldsymbol{f}^{(j)}+\boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}-\frac{4 \boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(j)}\right)}{r^{2}}\right) ; \\
\boldsymbol{U}=-\frac{2 r^{2}}{\mu(1-v)}\left((3-2 v) \boldsymbol{f}^{(j)}-v\left(\boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}\right)-(3-4 v) \frac{\boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(j)}\right)}{r^{2}}\right), \\
\frac{\partial \boldsymbol{U}}{\partial r}=\frac{3 \boldsymbol{U}}{r}, \quad \boldsymbol{p}=-\frac{12 r}{1-v}\left(\boldsymbol{f}_{n}^{(j)}-\frac{\boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}_{n}^{(j)}\right)}{r^{2}}\right) .
\end{gathered}
$$

Analogous forms for the expansions associated with Eq. (20) for potentials given by Eq. (19) of Helmholtz type are obtained by using the following recurrence relations, valid for the radial multipliers $h_{n}(r)$ of arbitrary order:

$$
r^{2} h_{n+2}+2(n+1) h_{n+1}-\kappa^{2} h_{n}=0,
$$

where $h_{n+1}(r)=h_{n}^{\prime}(r) / r$ and $\kappa^{2}=C / \mu$. The same relations hold for $h_{n}^{*}(r)$ with replacing $\kappa^{2}$ by $\left(\kappa^{*}\right)^{2}=C / k, k=2 \mu+\lambda$.

The potential $\boldsymbol{f}_{5}^{*}$ in Eq. (19) generates the following expansions of the form of Eq. (20):

$$
\boldsymbol{u}=\frac{h_{2}^{*}}{C}\left(2 \boldsymbol{f}^{(j)}+\boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}\right)+\frac{h_{3}^{*}}{C} \boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(j)}\right),
$$

$$
\begin{aligned}
& \frac{\partial \boldsymbol{u}}{\partial r}=r^{-1}\left[\left(\frac{h_{1}^{*}}{k}-\frac{3 h_{2}^{*}}{C}\right)\left(2 \boldsymbol{f}^{(j)}+\boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}\right)+\left(\frac{h_{2}^{*}}{k}-\frac{3 h_{3}^{*}}{C}\right) \boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(j)}\right)\right], \\
& \hat{\boldsymbol{p}}(\boldsymbol{u})=-r^{-1}\left[2\left(\frac{\lambda}{k} h_{1}^{*}+\frac{3 \mu-2 \lambda}{C} h_{2}^{*}\right)\right. \boldsymbol{f}^{(j)}+(6 \mu+\lambda)\left(\frac{h_{0}^{*}}{k}-\frac{2 h_{1}^{*}}{C}\right) \frac{\boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}}{r^{2}}+ \\
&\left.+\left(\frac{4 \mu-\lambda}{k} h_{1}^{*}-\frac{2(9 \mu-\lambda)}{C} h_{2}^{*}\right) \frac{\boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(j)}\right)}{r^{2}}\right],
\end{aligned}
$$

whereas the potential $\boldsymbol{f}_{6}^{*}$ generates the same components by replacing $h_{n}^{*}$ with $\hat{h}_{n}^{*}$. For the potential $\boldsymbol{f}_{7}$ we have:

$$
\begin{aligned}
& \boldsymbol{u}=\left(\frac{h_{1}}{\mu}-\frac{2 h_{2}}{C}\right) \boldsymbol{f}^{(j)}-\frac{h_{2}}{C} \boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}-\frac{h_{3}}{C} \boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(j)}\right), \\
& \begin{array}{r}
\frac{\partial \mathbf{u}}{\partial r}=-\frac{r^{-1}}{\mu}\left[\left(h_{1}-\left(r^{2}+\frac{6 \mu}{C}\right) h_{2}\right) \boldsymbol{f}^{(j)}+\left(h_{1}-\frac{3 \mu h_{2}}{C}\right) \boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}+\left(h_{2}-\frac{3 \mu h_{3}}{C}\right) \boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(j)}\right)\right], \\
\hat{\boldsymbol{p}}(\boldsymbol{u})=-r^{-1}\left[\left(3 h_{1}-\frac{2(3 \mu-2 \lambda)}{C} h_{2}\right) \boldsymbol{f}^{(j)}-\left(5 h_{1}-\frac{2(9 \mu-\lambda)}{C} h_{2}\right) \frac{\boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}_{n}^{(j)}\right)}{r^{2}}-\right. \\
\\
\left.-\left(\frac{6 \mu+\lambda}{\mu} h_{0}-\left(r^{2}+\frac{2(6 \mu+\lambda))}{C}\right) h_{1}\right) \frac{\boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}}{r^{2}}\right]
\end{array}
\end{aligned}
$$

whereas the potential $\boldsymbol{f}_{8}$ generates exactly the same components by replacing $h_{n}$ with $\hat{h}_{n}$.
Thus, in each subdomain $G_{j}=\left\{r_{j}<r<r_{j+1}\right\}$, the solution is determined in the following form based on the basic potentials given by Eqs. (18), (19) and (21) with a sufficient number of degrees of freedom corresponding to the necessary number of vector contact conditions given by Eqs. (15), (16) in the form of Eq. (20):

$$
\begin{align*}
& \boldsymbol{f}_{0}(P)= A_{j} \boldsymbol{f}^{(H)}+B_{j} \boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(H)}+C_{j} r^{6} \nabla \operatorname{div}\left(r^{-2} \boldsymbol{f}^{(H)}\right)+ \\
& \quad+r^{-2}\left(\hat{A}_{j} \boldsymbol{f}^{(H)}+\hat{B}_{j} \boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(H)}\right)+\hat{C}_{j} \nabla \operatorname{div}\left(r^{-2} \boldsymbol{f}^{(H)}\right),  \tag{22}\\
& \boldsymbol{f}^{*}(P)=h_{1}^{*}\left(A_{j}^{*} \boldsymbol{f}^{(H)}+B_{j}^{*} \boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(H)}\right)+\hat{h}_{1}^{*}\left(\hat{A}_{j}^{*} \boldsymbol{f}^{(H)}+\hat{B}_{j}^{*} \boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(H)}\right),  \tag{23}\\
& \boldsymbol{f}(P)=C_{j}^{*} h_{1} \boldsymbol{f}^{(H)}+\hat{C}_{j}^{*} \hat{h}_{1} \boldsymbol{f}^{(H)} . \tag{24}
\end{align*}
$$

This is the most general form of potentials for solving the generalized Eshelby problem in the multilayer cylinder with first order conditions at infinity. Here we assume that the potentials $f_{3}$, $\boldsymbol{f}_{4}$ generate a zero deformation state for the planar expansion defined by the polynomials $\boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(j)}$. The coefficients $A_{j}, B_{j}, C_{j}, A_{j}^{*}, B_{j}^{*}, C_{j}^{*}$ are associated with the regular part of displacements increasing at infinity, and the coefficients $\hat{A}_{j}, \hat{B}_{j}, \hat{C}_{j}, \hat{A}_{j}^{*}, \hat{B}_{j}^{*}, \hat{C}_{j}^{*}$ are associated with the singular part of displacements decreasing at infinity. There are no singular potentials in
the domain $G_{I}$ for a base inclusion. On the contrary, there are singular potentials only in the domain $G_{H}$ corresponding to a material with equivalent characteristics.

For the four-cylinder model considered in this paper, the total number of unknown coefficients is 24: the regular coefficients $A_{j}, B_{j}, C_{j}, j=0,1,2$; the singular coefficients $\hat{A}_{j}$, $\hat{B}_{j}, \hat{C}_{j}, j=1,2,3$; and also the coefficients $A_{j}^{*}, B_{j}^{*}, C_{j}^{*}, \hat{A}_{j}^{*}, \hat{B}_{j}^{*}, \hat{C}_{j}^{*}, j=1$, corresponding to the cohesion field in the fuzzy layer. The indices $j=0,1,2,3$ are associated with the domains $G_{I}$ , $G_{L}, G_{M}$ and $G_{H}$, respectively. The total number of unknown coefficients coincides with the number of contact equations on the interface boundaries.

The method of constructing the solutions, which was realized in this section for linear displacement fields at infinity (the function $f^{(H)}$ in Eqs. (22) - (24) is a linear harmonic polynomial), is a general method and remains valid for the case when the displacement field far from inclusions is determined by a Harmonic polynomial of arbitrary degree $n$. In this case, the appropriate solutions are also effective to approximate the deformations for a periodic cell with multilayered inclusions by using the method of asymptotic homogenization, when it is required to take into account the interaction of closely located spherical and cylindrical inclusions.

## 5. Determination of the effective moduli of the fuzzy fiber composite by the EshelbyChristensen method

The determination of the effective characteristics of an inhomogeneous composite viewed as a multilayered four-cylinder body of Fig. 1 is based on the analytical solution of generalized Eshelby-Christensen method. The criterion for deducing effective properties is the Eshelby energy principle [24, 25], which assumes a zero energy increment when a homogeneous body with effective characteristics is replaced by its inhomogeneous multilayered counterpart with a "fuzzy" whiskers layer introduced to improve adhesion. This, in turn, introduces an additional equation in the generalized Eshelby problem for the characteristics of the surrounding matrix which are considered as unknown variables. To determine different characteristics, different stress-strain states at infinity are assumed. Thus, in order to calculate the effective modulus $K_{H}=\left(C_{1111}+C_{2222}\right) / 2$, where $C_{i j k l}$ is the stiffness matrix, the body is stretched in the transverse direction with the displacements defined by the function $f^{(H)}=\{x, y, 0\}$. To compute the effective shear modulus $\mu_{H}^{(1)}=C_{1212}$ in the same direction, the body is subjected to a pure shear deformation with the displacements defined by the function $\boldsymbol{f}^{(H)}=\{x,-y, 0\}$. And, in order to compute the longitudinal modulus in tension/compression $k_{H}=C_{3333}$ and, at the same time, the
transverse Lamé modulus $\lambda_{H}^{(2)}=C_{1133}=C_{2233}$, the body is subjected to a tensile deformation $\boldsymbol{f}^{(H)}=\{0,0, z\}$ along this axis. Finally, to calculate the shear modulus $\mu_{H}^{(2)}=C_{1313}=C_{2323}$ in the longitudinal direction, the body is subjected to a simple shear deformation $\boldsymbol{f}^{(H)}=\{0,0, x\}$ along the axis of the multilayer cylinder. This approach takes into account the anisotropy of material, as expressed through the different moduli for the various deformation processes.

Applying Eshelby's energy principle to all these cases, we obtain an additional equation $\hat{A}_{3}=\hat{B}_{3}=0$ for the coefficients in the potentials given by Eqs. (22) - (24) for regions $G_{0}=G_{I}$, $G_{1}=G_{L}, G_{2}=G_{M}$ and $G_{3}=G_{H}$. This results to a system of linear algebraic equations with respect to the coefficients entering in the representations given by Eqs. (22) - (24) and the moduli $K_{H}, \mu_{H}^{(1)}, \lambda_{H}^{(2)}, \mu_{H}^{(2)}$. The effective modulus $k_{H}$ is determined by the mixture rule.

Let us now consider the problem of determining the effective modulus $K_{H}=\left(C_{1111}+C_{2222}\right) / 2$. After normalizing and transforming the general system of equations for the basic function $\boldsymbol{f}^{(H)}=\{x, y, 0\}$ and taking into account the condition $\hat{A}_{3}=0$, we obtain a system of $8 \times 8$ linear equations for determining the normalized coefficients and $K_{H}$ :

$$
\begin{aligned}
& A_{j}^{\mu}=A_{j} \frac{k_{H}}{k_{j}}, \quad \hat{A}_{j}^{H}=\hat{A}_{j} r_{j-1}^{-2} \frac{k_{H}}{\mu_{j}}, \quad j=0,1,2, \quad A_{1}^{* u}=A_{1}^{*} \frac{k_{H}}{k_{L}}, \quad \hat{A}_{1}^{* u}=\hat{A}_{1}^{*} \frac{k_{H}}{k_{L}} ; \\
& A_{0}^{\mu}=A_{1}^{\mu}+\hat{A}_{1}^{\mu}-\left(A_{1}^{* H} h_{1, L}^{*}+\hat{A}_{1}^{* \mu} \hat{h}_{1, L}^{*}\right), \quad A_{0}^{H}=2 \hat{A}_{1}^{\mu}+r_{0}^{2}\left(A_{1}^{* H} h_{2, L}^{*}+\hat{A}_{1}^{*} \hat{h}_{2, L}^{*}\right), \\
& \left(K_{I}+\mu_{L}\right) A_{0}^{\mu}=k_{L} A_{1}^{\mu}+\frac{k_{L}}{2}\left(A_{1}^{* H} h_{1, L}^{*}+\hat{A}_{1}^{*} \hat{h}_{1, L}^{*}\right) ; \\
& A_{1}^{u}+\left(r_{0} / r_{1}\right)^{2} \hat{A}_{1}^{u}-\left(A_{1}^{* u} h_{1, L}^{0}+\hat{A}_{1}^{* u} \hat{\hat{L}_{1, L}}\right)=A_{2}^{u}+\hat{A}_{2}^{u}, \quad\left(r_{0} / r_{1}\right)^{2} 2 \hat{A}_{1}^{u}+r_{1}^{2}\left(A_{1}^{*} \hat{h}_{2, L}^{0}+\hat{A}_{1}^{* u} \hat{h}_{2, L}^{0}\right)=A_{2}^{u}+\hat{A}_{2}^{u}, \\
& k_{L} A_{1}^{n}+\frac{k_{L}}{2}\left(A_{1}^{* \mu} \hat{H}_{1, L}^{0}+\hat{A}_{1}^{* \mu} \hat{\rho}_{1, L}^{0}\right)=\left(K_{M}+\mu_{L}\right) A_{2}^{n}+\left(\mu_{L}-\mu_{M}\right) \hat{A}_{2}^{\mu} ; \\
& A_{2}^{H}+\left(r_{1} / r_{2}\right)^{2} \hat{A}_{2}^{H}=1, \quad k_{M} A_{2}^{H}=K_{H}-\mu_{M} .
\end{aligned}
$$

Here $h_{1, L}^{*}, \hat{h}_{1, L}^{*}, h_{2, L}^{*}, \hat{h}_{2, L}^{*}$ are the values of radial functions for $r=r_{0}$ and $\kappa^{*}=\sqrt{C_{L} /\left(2 \mu_{L}+\lambda_{L}\right)}$, and $\hat{h_{1, L}^{0}}, \hat{h_{2, L}} \overbrace{1, L}^{0}, \hat{Q_{1, L}^{0}}, \hat{Q_{2, L}^{0}}$ are the values of radial functions for $r=r_{1}$ and the same $\kappa^{*}$. The effective modulus $K_{H}$ is obtained directly from an $8 \times 8$ system of linear algebraic equations. For the limiting case $C_{L} \rightarrow \infty$, corresponding to a zero cohesion field in the fuzzy layer, the system of equations is simplified, and the coefficients $A_{1}^{*}$ and $\hat{A}_{1}^{*}$ are assumed to be zero. The resulting system is solved in an explicit form:

$$
\begin{align*}
& K_{H}=K_{M}+\frac{c_{0} D_{H}}{1+\left(1-c_{0}\right) D_{H} / k_{M}},  \tag{25}\\
& D_{H}=\frac{K_{I}-K_{M}-\left(1-c_{1}\right)\left(K_{I}-K_{L}\right)\left(1+\left(K_{M}-K_{L}\right) / k_{L}\right)}{1+\left(1-c_{1}\right)\left(K_{I}-K_{L}\right) / k_{L}}, \tag{26}
\end{align*}
$$

where $c_{0}=\left(r_{1} / r_{2}\right)^{2}, c_{1}=\left(r_{0} / r_{1}\right)^{2}$.
Further reduction of the system of equations to a $4 \times 4$ for a three-cylinder body allows to determine the effective modulus $K_{H}$, which corresponds to the case $c_{1}=1$ in Eqs. (25) and (26):

$$
\begin{equation*}
K_{H}=K_{M}+\frac{c_{0}\left(K_{I}-K_{M}\right)}{1+\left(1-c_{0}\right)\left(K_{I}-K_{M}\right) / k_{M}}, \tag{27}
\end{equation*}
$$

where $c_{0}=\left(r_{1} / r_{2}\right)^{2}$ is the volume fraction, and $k_{M}=K_{M}+\mu_{M}$.
Next, let us consider the problem of determining the effective modulus $k_{H}=C_{3333}$ and $\lambda_{H}^{(2)}=C_{1133}=C_{2233}$ by focusing on a uniaxial deformation $\boldsymbol{f}^{(H)}=\{0,0, z\}$. In the direction of the axis $z$ the cohesive field does not operate, and we assume that the effective modulus $k_{H}$ is determined by the rule of the mixtures. However, in the transverse direction it acts through a stress field $\left\{\sigma_{11}, \sigma_{22}\right\}$, which determines the transverse modulus $\lambda_{H}^{(2)}$. Transforming the general system of equations that solves the generalized Eshelby problem for $\boldsymbol{f}^{(H)}=\{0,0, z\}$ and assuming homogeneity of the deformation for the entire effective matrix, we obtain a system of $8 \times 8$ equations for determining $\lambda_{H}^{(2)}:$

$$
\begin{aligned}
& A_{j}^{u}=\frac{2 A_{j}}{k_{j}}, \quad \hat{A}_{j}^{\mu}=\frac{2 \hat{A}_{j} r_{j-1}^{-2}}{\mu_{j}}, \quad j=0,1,2, \quad A_{1}^{* u}=\frac{2 A_{1}^{*}}{k_{L}}, \quad \hat{A}_{1}^{* u}=\frac{2 \hat{A}_{1}^{*}}{k_{L}} ; \\
& A_{0}^{\mu}=A_{1}^{\mu}+\hat{A}_{1}^{\mu}-\left(A_{1}^{* \mu} h_{1, L}^{*}+\hat{A}_{1}^{*} \hat{h}_{1, L}^{*}\right), \quad A_{0}^{\mu}=2 \hat{A}_{1}^{\mu}+r_{0}^{2}\left(A_{1}^{* \mu} h_{2, L}^{*}+\hat{A}_{1}^{*} \hat{h}_{2, L}^{*}\right), \\
& \left(K_{I}+\mu_{L}\right) A_{0}^{\mu}+\lambda_{I}=k_{L} A_{1}^{u}+\frac{k_{L}}{2}\left(A_{1}^{* u} h_{1, L}^{*}+\hat{A}_{1}^{*} \hat{h}_{1, L}^{*}\right)+\lambda_{L} ; \\
& A_{1}^{u}+\left(r_{0} / r_{1}\right)^{2} \hat{A}_{1}^{u}-\left(A_{1}^{*_{\mu}} \hat{H}_{1, L}^{0}+\hat{A}_{1}^{*} \hat{H}_{1, L}^{0}\right)=A_{2}^{u}+\hat{A}_{2}^{u}, \quad\left(r_{0} / r_{1}\right)^{2} 2 \hat{A}_{1}^{u}+r_{1}^{2}\left(A_{1}^{* \mu} \hat{H}_{2, L}^{\%}+\hat{A}_{1}^{* u} \hat{h}_{2, L}^{0}\right)=A_{2}^{u}+\hat{A}_{2}^{u}, \\
& k_{L} A_{1}^{\mu}+\frac{k_{L}}{2}\left(A_{1}^{* \mu} \hat{R}_{1, L}^{0}+\hat{A}_{1}^{*} \hat{\hat{A}}_{1, L}^{0}\right)+\lambda_{L}=\left(K_{M}+\mu_{L}\right) A_{2}^{H}+\left(\mu_{L}-\mu_{M}\right) \hat{A}_{2}^{H}+\lambda_{M} ; \\
& A_{2}^{H}+\left(r_{1} / r_{2}\right)^{2} \hat{A}_{2}^{H}=0, \quad k_{M} A_{2}^{\mu}+\lambda_{M}=\lambda_{H}^{(2)} .
\end{aligned}
$$

For the limiting case $C_{L} \rightarrow \infty$, corresponding to a "classical" interface layer, the coefficients $A_{1}^{*}$ and $\hat{A}_{1}^{*}$ are assumed to be equal to zero, and the system of relevant equations reduces to $6 \times 6$ which is solved in an explicit form:

$$
\begin{align*}
\lambda_{H}^{(2)}=\lambda_{M}+c_{0} \frac{1+\left(1-c_{1}\right)\left(K_{I}-K_{L}\right) / k_{L}}{1+\left(1-c_{0}\right)\left(K_{L}-K_{M}\right) / k_{M}}\left(\lambda_{L}-\lambda_{M}+\frac{c_{1}\left(\lambda_{I}-\lambda_{L}\right)}{1+\left(1-c_{1}\right)\left(K_{I}-K_{L}\right) / k_{L}}\right) \times \\
\times\left[1+\left(K_{I}-K_{L}\right) / k_{L}\left(1-c_{1} \frac{c_{0}+\left(1-c_{0}\right)\left(\mu_{M}-\mu_{L}\right) / k_{M}}{1+\left(1-c_{0}\right)\left(K_{L}-K_{M}\right) / k_{M}}\right)\right] \tag{28}
\end{align*}
$$

where $c_{0}=\left(r_{1} / r_{2}\right)^{2}, c_{1}=\left(r_{0} / r_{1}\right)^{2}$. The "classical" three-cylinder model corresponds to the case $c_{1}=1$ in Eq (28):

$$
\begin{equation*}
\lambda_{H}^{(2)}=\lambda_{M}+\frac{c_{0}\left(\lambda_{I}-\lambda_{M}\right)}{1+\left(1-c_{0}\right)\left(K_{I}-K_{M}\right) / k_{M}} . \tag{29}
\end{equation*}
$$

The problem of determining the effective modulus $\mu_{H}^{(2)}=C_{1313}=C_{2323}$ in the direction along the axis of the cylinder is determined on the basis of a simple shear deformation in the longitudinal direction $\boldsymbol{f}_{0}^{(H)}=\{0,0, x\}$. The system of equations corresponding to this case is as follows:

$$
\begin{aligned}
& A_{j}^{\mu}=A_{j} \frac{\mu_{H}}{\mu_{j}}, \quad \hat{A}_{j}^{n}=\hat{A}_{j} r_{j-1}^{-2} \frac{\mu_{H}}{\mu_{j}}, \quad j=0,1,2, \quad C_{1}^{* H}=C_{1}^{*} \frac{\mu_{H}}{\mu_{L}}, \quad \hat{C}_{1}^{* H}=\hat{C}_{1}^{*} \frac{\mu_{H}}{\mu_{L}} ; \\
& A_{0}^{\mu}=A_{1}^{\mu}+\hat{A}_{1}^{\mu}-\left(C_{1}^{* u} h_{1, L}+\hat{C}_{1}^{*} \hat{h}_{1, L}\right), \quad A_{0}^{u}=2 \hat{A}_{1}^{\mu}+r_{0}^{2}\left(C_{1}^{* u} h_{2, L}+\hat{C}_{1}^{*} \hat{h}_{2, L}\right), \\
& \mu_{I} A_{0}^{H}=\mu_{L}\left(A_{1}^{\mu}-\hat{A}_{1}^{u}\right) ; \\
& A_{1}^{\mu}+\left(r_{0} / r_{1}\right)^{2} \hat{A}_{1}^{\mu}-\left(C_{1}^{*_{\mu}} \hat{h}_{1, L}^{0}+\hat{C}_{1}^{*} \hat{\varphi}_{1, L}^{0}\right)=A_{2}^{\mu}+\hat{A}_{2}^{\mu}, \quad\left(r_{0} / r_{1}\right)^{2} 2 \hat{A}_{1}^{\mu}+r_{1}^{2}\left(C_{1}^{*_{\mu}} \hat{L}_{2, L}^{0}+\hat{C}_{1}^{*_{\mu}} \hat{h}_{2, L}^{0}\right)=A_{2}^{\mu}+\hat{A}_{2}^{\mu}, \\
& \mu_{L}\left(A_{1}^{u}-\left(r_{0} / r_{1}\right)^{2} \hat{A}_{1}^{u}\right)=\mu_{M}\left(A_{2}^{u}-\hat{A}_{2}^{u}\right) ; \\
& A_{2}^{u}+\left(r_{1} / r_{2}\right)^{2} \hat{A}_{2}^{u}=1, \quad \mu_{M}\left(A_{2}^{\mu}-\left(r_{1} / r_{2}\right)^{2} \hat{A}_{2}^{u}\right)=\mu_{H}^{(2)} .
\end{aligned}
$$

Thus, in order to determine $\mu_{H}^{(2)}$, we solve a system of $8 \times 8$ equations similar to previous cases. For the limiting case $C_{L} \rightarrow \infty$ corresponding to a "classical" interface layer, the effective modulus $\mu_{H}^{(2)}$ is determined by the following formulas:

$$
\begin{align*}
& \mu_{H}^{(2)}=\mu_{M}+\frac{c_{0} D_{H}}{1+\left(1-c_{0}\right) D_{H} /\left(2 \mu_{M}\right)},  \tag{30}\\
& D_{H}=\frac{\mu_{I}-\mu_{M}-\left(1-c_{1}\right)\left(\mu_{I}-\mu_{L}\right)\left(1+\left(\mu_{M}-\mu_{L}\right) /\left(2 \mu_{L}\right)\right)}{1+\left(1-c_{1}\right)\left(\mu_{I}-\mu_{L}\right) /\left(2 \mu_{L}\right)}, \tag{31}
\end{align*}
$$

where $c_{0}=\left(r_{1} / r_{2}\right)^{2}, c_{1}=\left(r_{0} / r_{1}\right)^{2}$. The three-cylinder "classical" model corresponds to the case $c_{1}=1$ in Eqs. (30) and (31):

$$
\begin{equation*}
\mu_{H}^{(2)}=\mu_{M}+\frac{c_{0}\left(\mu_{I}-\mu_{M}\right)}{1+\left(1-c_{0}\right)\left(\mu_{I}-\mu_{M}\right) /\left(2 \mu_{M}\right)} . \tag{32}
\end{equation*}
$$

The problem of determining the effective modulus $\mu_{H}^{(1)}=C_{1212}$ in the transverse direction is based on considering a state of pure shear deformation $\boldsymbol{f}^{(H)}=\{x,-y, 0\}$. This reduces to the determination of all coefficients in Eqs. (22) - (24) (except $B_{j}$ and $\hat{B}_{j}$, since $\operatorname{div} \boldsymbol{f}^{(H)}=0$ ). Transforming the general system of equations of the generalized Eshelby problem in order to display the shear modulus in the transverse direction, we obtain a system of $16 \times 16$ linear algebraic equations containing the unknown coefficient $\hat{A}_{3}$ and the unknown modulus $\mu_{H}^{(1)}=C_{1212}$. According to the self-consistency condition, the coefficient $\hat{A}_{3}$ must be zero. To fulfill this condition, we use an iterative process in which we change the modulus $\mu_{H}^{(1)}$ until the condition $\hat{A}_{3}=0$ is satisfied. This gives the effective value of the shear modulus $\mu_{H}^{(1)}$. The dependence of the coefficient $\hat{A}_{3}$ on $\mu_{H}^{(1)}$ is nonlinear. Therefore, we obtain a transcendental equation for $\mu_{H}^{(1)}$, which is solved by an iterative method, unlike the previous cases, in which the effective moduli $K_{H}, k_{H}, \mu_{H}^{(2)}$ and $\lambda_{H}^{(2)}$ were found from the solution of a system of linear algebraic equations.

As a result, we obtain all necessary characteristics $K_{H}, \mu_{H}^{(1)}, k_{H}, \lambda_{H}^{(2)}$ and $\mu_{H}^{(2)}$ for the unidirectional fiber composites with "fuzzy" layers by solving linear systems of equations of dimensions $8 \times 8$ and $16 \times 16$. In particular, for the "classical" three-cylinder model, Eqs. (27), (29) and (32), allow to estimate the characteristics of the fuzzy layer itself, which is considered in this case as a set of elementary fibers grown on the base fiber.

## 6. Numerical results

We consider a composite reinforced with carbon fibers T650 of diameter $D=5 \mu \mathrm{~m}$ with a layer of whiskers of width $l_{0}=2 \mu \mathrm{~m}$. The values of the carbon fiber parameters are assumed as follows: longitudinal Young's modulus $E_{1}=241 \mathrm{GPa}$, Young's transverse modulus $E_{2}=14.5 \mathrm{GPa}$, shear modulus along the fiber axis $G_{13}=22.8 \mathrm{GPa}$, shear modulus in the transverse direction $G_{12}=4.8 \mathrm{GPa}$, Poisson's ratio $v_{12}=0.27$. The "whisker" layer consists of carbon nanotubes (CNT) of diameter $d=0.85 \mathrm{~nm}$ and length $L=2000 \mathrm{~nm}$, uniformly covering the surface of the base fiber. The average volume concentration of CNTs in the entire layer of whiskers (which determines the distance between nanotubes on the surface of the base fiber) is equal to $c_{0}=42.17 \%$. The following CNT parameters are assumed for the calculations: $E=1100 \mathrm{GPa}, \quad v=0.14$. The matrix is assumed to be an epoxy resin with parameters $E_{M}=3 \mathrm{GPa}, v_{M}=0.3$.

The average density $c_{0}$ of CNT in the "whisker" layer and the total number $N$ in each section are assumed to be equal:

$$
c_{0}=\frac{\pi D}{4(D+L)}\left(\frac{d}{h}\right)^{2} 100 \%, \quad N=\frac{\pi D}{h},
$$

where $h$ is the distance between CNT tubes on the surface of base fiber.
The assumed geometry of the whisker package, based on the average density $c_{0}=42.17 \%$, leads to the conclusion that the distance between the CNT tubes on the base surface is equal to $h=0.98 \mathrm{~nm}$ and the total number of tubes in each section is $N=16022$. As a result, for the density of CNT packing on a parallel surface, located at the distance $x$ from the base surface, we obtain the formula:

$$
\begin{equation*}
c(x)=\frac{N d^{2}}{4 h(D+2 x)} 100 \% \tag{33}
\end{equation*}
$$

To assess the effective characteristics $\left(K_{L}, \lambda_{L}^{(2)}, \mu_{L}^{(2)}\right)$ of the whisker layer, we use the formulas of the self-consistent Eshelby-Christensen model for a three-cylinder body given by Eqs. (27), (29) and (32) with parameters corresponding to the chosen direction, along with the rule of mixtures formula for the $k_{L}$ and the iterative algorithm for $\mu_{L}^{(1)}$. As a result, the longitudinal Young's modulus of the whisker layer $E_{1 L}$ and the longitudinal shear modulus $G_{13 L}$ are determined by the formulas:

$$
\begin{equation*}
E_{1 L}=\frac{k_{L}\left(1+v_{L}\right)\left(1-2 v_{L}\right)}{1-v_{L}}, \quad G_{13 L}=\mu_{L}^{(2)} \tag{34}
\end{equation*}
$$

where $v_{L}=\lambda_{L}^{(2)} /\left(2 K_{L}\right)$ is the effective Poisson's ratio of the whisker layer. Similarly, the transverse Young's modulus of the whisker layer $E_{2 L}$ and the transverse shear modulus $G_{12 L}$ are determined by the formulas:

$$
\begin{equation*}
E_{2 L}=\frac{\mu_{L}^{(1)}\left(3 K_{L}-\mu_{L}^{(1)}\right)}{K_{L}}, \quad G_{12 L}=\mu_{L}^{(1)} . \tag{35}
\end{equation*}
$$

This corresponds to a recalculation of the Young's modulus through the comprehensive planar expansion modulus based on the hypothesis of an orthotropic effective layer.

However, for a more accurate evaluation of the effective characteristics of the whisker layer - which takes into account the variability of its characteristics with the distance from the base fiber - a calculation with a variable value of the volume concentration was carried out, taking into account the estimate given by Eq. (33), depending on the distance $X$ from the surface of the base fiber. A similar calculation was made in [29] by the method of asymptotic
homogenization, and Fig. 2 presents a comparison of these results. Note that the work of [29] is perhaps the only fundamental work known to the authors, which provides an accurate study of the effect of CNTs nanostructures density near the fiber surface on the effective interfacial layer properties for "fuzzy" composite systems. The curves shown in Fig. 2 represent a satisfactory agreement between the results of analytical modeling and the results obtained by the method of asymptotic homogenization. Analytical solutions give a somewhat better understating of the effective characteristics because they take into account the effects of anisotropy, related to the change in the density of the nanostructure on the distance $x$ from the base surface of the fiber.


Fig.2. Variable effective characteristics of the shear of interphase layer, depending on the distance from the base fiber: $G_{13 L}$ is the longitudinal shear modulus,

$$
G_{12 L} \text { is the transverse shear modulus; are results of [29]. }
$$

Next, the effective properties of the fiber composite as a whole are studied. For this case, consideration of the effective characteristics of the whisker layer, was carried out for the average value of the volume concentration $c_{0}=42.17 \%$. As a result, the following values were obtained: $E_{1 L}=6.64 \mathrm{GPa}, G_{13 L}=2.6 \mathrm{GPa}, E_{2 L}=428.2 \mathrm{GPa}, G_{13 L}=2.82 \mathrm{GPa}, v_{L}=0.219$. These were used to calculate the effective characteristics of the composite material using the gradient Eshelby-Christensen model. In reality, the interface layer has variable characteristics in the direction of the radial coordinate, i.e. it is a functionally-graded material. In order to consider such a "graded" nature, we take into account the correspondence between the solutions of nonlocal theories of elasticity and the solutions of classical elasticity for materials with functionallygraded properties [23, 24]. We use, for this purpose, a gradient model for the interphase layer,
and determine the effective properties of a fiber composite, by employing the generalized selfconsistent method of Eshelby [25, 26].

Figs. 3-6 show the results of the calculation for the effective characteristics of a unidirectional composite material with fuzzy or whiskered fibers depending on the volume concentration of the base fibers $c_{0}$. The limiting concentration at which the layers touch is calculated by the formula $c=\pi / 4\left(1+2 l_{0} / D\right)^{-2}$ and is equal to the value $c=0.25$. The scale parameter $C$ was chosen in the calculations in such a way that it gives the value $\kappa^{*}=\sqrt{C / k_{L}}=2.5$, i.e. $C=6.25 k_{L}$. This corresponds to effective parameters (with a cohesive field), vanishing approximately in the middle of the whisker layer. In the figures, this dependence is shown by a thick line. The calculation of the effective characteristics by the "classical" model corresponds to the limiting value of the parameter $C \rightarrow \infty$. In the figures this dependence is shown by a thin line, and the calculation for the intermediate value $C=25 k_{L}$ is also shown in the figures by a thin line.


Fig. 3. Effective Young's modulus $E_{1 H}$ in the longitudinal direction.


Fig. 4. Effective shear modulus $G_{13 H}$ in the longitudinal direction.


Fig. 5. Effective Young's modulus $E_{2 H}$ in the transverse direction.


Fig. 6. Effective shear modulus $G_{12 H}$ in the transverse direction.
To validate the proposed analytical method based on the GradEla model utilizing the concept of a CNT whisker layer, reference is made to previous results on analytical and numerical modeling of "fuzzy" composites. In estimating the properties of the bristled interphase layer, three different procedures were adopted by the authors of [29]: the asymptotic homogenization self-consistent approach, the Mori-Tanaka scheme and the Eshelby selfconsistent method [30]. Their results revealed that the transverse and shear properties of a fuzzy fiber composite are strongly influenced by the presence of CNTs, while the effect on the axial Young's modulus is marginal. These results were verified by comparison with numerical calculations based on the asymptotic expansion homogenization method [29]. It was shown that the numerical results of both [30] and [29] are in very good agreement with one another. In the present work the effect of length and volume fraction of CNTs on the effective characteristics of the whisker layer (see Fig.2) was also examined, establishing an agreement between our analytical results and the results obtained by the numerical method of asymptotic homogenization. This comparison also confirms that both of the aforementioned parameters significantly affect the overall properties of fuzzy fiber composites.

As far as comparisons with findings from experimental tests for fuzzy composites with CNT layers grown on the surface of the carbon fibers, reference is made to the work of [31]. Carbon fibers IM7 have the following mechanical characteristics [19]: $D=5.2 \mu \mathrm{~m}$, $E_{1}=256.76 \mathrm{GPa}, E_{2}=25.51 \mathrm{GPa}, G_{13}=22.06 \mathrm{GPa}, G_{12}=9.25 \mathrm{GPa}, v_{12}=0.379$. The experimental data of [31] can be used to test the validity of the analytical approach proposed in
this paper for determining the effective moduli of a "fuzzy" composite based on the GradEla model. More specifically, as stated in [31], multilayer carbon nanotubes with diameter $d=30 \mathrm{~nm}$ , length $L=100 \mathrm{~nm}$, and an average volume concentration $c_{0}=2 \%$ were grown on the surface of the base fiber. With a volume fraction of the base fibers of $41 \%$, the value $E_{2 H}=10.02 \mathrm{GPa}$ was obtained for the transverse effective modulus of the composite in the plane perpendicular to the base fibers. We established that for this case, the relative fraction of the viscous layer $L / D=0.077$ is too small to have a significant effect on the value of the Young's transverse modulus calculated from the standard scheme which is equal to 6.34 GPa . This is well below the experimental value.

We, thus, suggest that the presence of CNTs has a modifying effect on the matrix itself, and in the above scheme, the matrix must be modeled by using the GradEla model employed in the present approach. This is consistent with the numerical approach used for the evaluation of the effective moduli in [31], where the effective characteristics of the viscous layer were extended to the entire matrix. Accordingly, as a result, we found that the value of the transverse modulus of the fiber composite $E_{2 H}=10.09 \mathrm{GPa}$ is reached when the scale parameter is equal to $C=0.3 k_{M}$ or $\kappa^{*}=\sqrt{C / k_{M}}=0.5477$. This means that the modifying effect of the interphase layer due to CNTs extends over a distance approximately equal $0.9 D=D /\left(2 \kappa^{*}\right)$, where $D$ is the diameter of base fiber. Thus, we showed that the method proposed in the present work gives physically consistent results and allows to describe adequately the experimentally obtained reinforcement effect for fuzzy composites.

## 7. Conclusions

The paper employed a generalized self-consistent Eshelby method that allows to obtain analytical estimates for the effective mechanical characteristics of fiber multilayered "fuzzy" composites. The fiber layers are assumed to be isotropic obeying classical elasticity, or described in the framework of gradient theories of elasticity. The proposed variant of the Eshelby method allows to obtain analytical estimates for the effective properties of composite structures for any homogeneous state at infinity. It also allows to take into account the variability of the density of carbon nanotubes (introduced on the surface of the carbon base fibers) with the radial coordinate in the vicinity of the fiber surface. It is shown that our analytical results are in agreement with numerical results obtained by the method of asymptotic homogenization. The evaluation of the effective properties of a fiber "fuzzy" composite is achieved by accounting for the variability of
the properties of the functional-graded interphase layer by using a nonlocal interphase layer model.
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## Appendix 1. The general solution of the generalized Eshelby problem

A general system of the linear algebraic equations for the determination of the coefficients given by Eqs. (22) - (24) for the potentials of the solution in each subdomain $G_{I}$, $G_{L}, G_{M}$ and $G_{H}$ in the self-consistent model of four cylindrical bodies, is obtained by equating the radial multipliers in Eqs. (20), (21) for the contact conditions on the interface boundaries.

Separating in the contact conditions of Eqs. (20), (21) a normal component $\boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(H)}\right)$ in a polynomial $\boldsymbol{f}^{(H)}$ (which determines the asymptotic behavior at infinity), the in-plane expansion component $\boldsymbol{r} \operatorname{div} \boldsymbol{f}^{(H)}$ and the tangential component $\boldsymbol{f}^{(H)}-\boldsymbol{r}\left(\boldsymbol{r} \boldsymbol{f}^{(H)}\right)$, we obtain exactly three algebraic equations for each vector contact equation, by equating the radial multipliers in the specific form of Eq. (20) for the basic potentials given by Eqs. (18), (19), and dividing into groups of three algebraic equations, corresponding to the relevant contact conditions.

From the equality of displacements at the inclusion boundary $r=r_{0}$, the following equations can be derived:

$$
\begin{aligned}
& A_{0} \frac{1-2 v_{I}}{2 \mu_{I}\left(1-v_{I}\right)}-C_{0} r_{0}^{2} \frac{4 v_{I}}{\mu_{I}\left(1-v_{I}\right)}=A_{1} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}-C_{1} r_{0}^{2} \frac{4 v_{L}}{\mu_{L}\left(1-v_{L}\right)}+\frac{\hat{A}_{1} r_{0}^{-2}}{\mu_{L}}+ \\
& +\hat{C}_{1} r_{0}^{-4} \frac{2\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}-A_{1}^{*}\left(\frac{h_{1, L}^{*}}{k_{L}}-\frac{2 h_{2, L}^{*}}{C_{L}}\right)-C_{1}^{*} \frac{2 h_{2, L}}{C_{L}}-\hat{A}_{1}^{*}\left(\frac{\hat{h}_{1, L}^{*}}{k_{L}}-\frac{2 \hat{h}_{2, L}^{*}}{C_{L}}\right)-\hat{C}_{1}^{*} \frac{2 \hat{h}_{2, L}}{C_{L}}, \\
& B_{0} \frac{1-2 v_{I}}{2 \mu_{I}\left(1-v_{I}\right)}+C_{0} r_{0}^{2} \frac{2 v_{I}}{\mu_{I}\left(1-v_{I}\right)}=B_{1} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}+C_{1} r_{0}^{2} \frac{2 v_{L}}{\mu_{L}\left(1-v_{L}\right)}+\frac{\hat{B}_{1} r_{0}^{-2}}{\mu_{L}}- \\
& \quad-\hat{C}_{1} r_{0}^{-4} \frac{3-2 v_{L}}{\mu_{L}\left(1-v_{L}\right)}-A_{1}^{*} \frac{h_{2, L}^{*}}{C_{L}}-B_{1}^{*} \frac{h_{1, L}^{*}}{k_{L}}+C_{1}^{*} \frac{h_{2, L}}{C_{L}}-\hat{A}_{1}^{*} \frac{\hat{h}_{2, L}^{*}}{C_{L}}-\hat{B}_{1}^{*} \frac{\hat{h}_{1, L}^{*}}{k_{L}}+\hat{C}_{1}^{*} \frac{\hat{h}_{2, L}}{C_{L}},
\end{aligned}
$$

$$
\begin{aligned}
& A_{0} \frac{1-2 v_{I}}{2 \mu_{I}\left(1-v_{I}\right)}-C_{0} r_{0}^{2} \frac{2\left(3-2 v_{I}\right)}{\mu_{I}\left(1-v_{I}\right)}=A_{1} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}-C_{1} r_{0}^{2} \frac{2\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}+ \\
& +\hat{A}_{1} r_{0}^{-2} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}-\hat{C}_{1} r_{0}^{-4} \frac{2\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}-A_{1}^{*} \frac{2 h_{2, L}^{*}}{C_{L}}-C_{1}^{*}\left(\frac{h_{1, L}}{\mu_{L}}-\frac{2 h_{2, L}}{C_{L}}\right)- \\
& -\hat{A}_{1}^{*} \frac{2 \hat{h}_{2, L}^{*}}{C_{L}}-\hat{C}_{1}^{*}\left(\frac{\hat{h}_{1, L}}{\mu_{L}}-\frac{2 \hat{h}_{2, L}}{C_{L}}\right) .
\end{aligned}
$$

Equality of surface stresses at $r=r_{0}$, gives:

$$
\begin{aligned}
& A_{0} \frac{1-2 v_{I}}{1-v_{I}}=A_{1} \frac{1-2 v_{L}}{1-v_{L}}-\frac{2 \hat{A}_{1} r_{0}^{-2}}{1-v_{L}}-\hat{C}_{1} r_{0}^{-4} \frac{12\left(3-2 v_{L}\right)}{1-v_{L}}+ \\
& +A_{1}^{*}\left(\frac{4 \mu_{L}+\lambda_{L}}{k_{L}} h_{1, L}^{*}-\frac{2\left(6 \mu_{L}+\lambda_{L}\right)}{C_{L}} h_{2, L}^{*}\right)-2 C_{1}^{*}\left(h_{1, L}-\frac{6 \mu_{L}+\lambda_{L}}{C_{L}} h_{2, L}\right)+ \\
& +\hat{A}_{1}^{*}\left(\frac{4 \mu_{L}+\lambda_{L}}{k_{L}} \hat{h}_{1, L}^{*}-\frac{2\left(6 \mu_{L}+\lambda_{L}\right)}{C_{L}} \hat{h}_{2, L}^{*}\right)-2 \hat{C}_{1}^{*}\left(\hat{h}_{1, L}-\frac{6 \mu_{L}+\lambda_{L}}{C_{L}} \hat{h}_{2, L}\right), \\
& A_{0} \frac{v_{I}}{1-v_{I}}+\frac{B_{0}}{1-v_{I}}=A_{1} \frac{v_{L}}{1-v_{L}}+\frac{B_{1}}{1-v_{L}}+\hat{A}_{1} r_{0}^{-2} \frac{v_{L}}{1-v_{L}}-2 \hat{B}_{1} r_{0}^{-2}+\hat{C}_{1} r_{0}^{-4} \frac{6\left(3-2 v_{L}\right)}{1-v_{L}}+ \\
& +A_{1}^{*} \frac{6 \mu_{L}+\lambda_{L}}{C_{L}} h_{2, L}^{*}+B_{1}^{*} \frac{4 \mu_{L}+\lambda_{L}}{k_{L}} h_{1, L}^{*}+C_{1}^{*}\left(h_{1, L}-\frac{6 \mu_{L}+\lambda_{L}}{C_{L}} h_{2, L}\right)+ \\
& +\hat{A}_{1}^{*} \frac{6 \mu_{L}+\lambda_{L}}{C_{L}} \hat{h}_{2, L}^{*}+\hat{B}_{1}^{*} \frac{4 \mu_{L}+\lambda_{L}}{k_{L}} \hat{h}_{1, L}^{*}-\hat{C}_{1}^{*}\left(\hat{h}_{1, L}-\frac{6 \mu_{L}+\lambda_{L}}{C_{L}} \hat{h}_{2, L}\right), \\
& A_{0} \frac{1-2 v_{I}}{1-v_{I}}-C_{0} r_{0}^{2} \frac{12}{1-v_{I}}=A_{1} \frac{1-2 v_{L}}{1-v_{L}}-C_{1} r_{0}^{2} \frac{12}{1-v_{L}}+\frac{\hat{A}_{1} r_{0}^{-2}}{1-v_{L}}+\hat{C}_{1} r_{0}^{-4} \frac{12\left(3-2 v_{L}\right)}{1-v_{L}}+ \\
& +2 A_{1}^{*}\left(\frac{\lambda_{L}}{k_{L}} h_{1, L}^{*}+\frac{3 \mu_{L}-2 \lambda_{L}}{C_{L}} h_{2, L}^{*}\right)+C_{1}^{*}\left(3 h_{1, L}-\frac{2\left(3 \mu_{L}-2 \lambda_{L}\right)}{C_{L}} h_{2, L}\right)+ \\
& +2 \hat{A}_{1}^{*}\left(\frac{\lambda_{L}}{k_{L}} \hat{h}_{1, L}^{*}+\frac{3 \mu_{L}-2 \lambda_{L}}{C_{L}} \hat{h}_{2, L}^{*}\right)+\hat{C}_{1}^{*}\left(3 \hat{h}_{1, L}-\frac{2\left(3 \mu_{L}-2 \lambda_{L}\right)}{C_{L}} \hat{h}_{2, L}\right) .
\end{aligned}
$$

Equating the normal derivatives of displacements to zero, when $r=r_{0}$, gives:

$$
\begin{aligned}
& A_{1} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}-C_{1} r_{0}^{2} \frac{12 v_{L}}{\mu_{L}\left(1-v_{L}\right)}-\frac{\hat{A}_{1} r_{0}^{-2}}{\mu_{L}}-\hat{C}_{1} r_{0}^{-4} \frac{6\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}-2 C_{1}^{*}\left(\frac{h_{1, L}}{\mu_{L}}-\frac{3 h_{2, L}}{C_{L}}\right)+ \\
& +\frac{A_{1}^{*}}{k_{L}}\left(h_{1, L}^{*}-\left(r_{0}^{2}+\frac{6 k_{L}}{C_{L}}\right) h_{2, L}^{*}\right)+\frac{\hat{A}_{1}^{*}}{k_{L}}\left(\hat{h}_{1, L}^{*}-\left(r_{0}^{2}+\frac{6 k_{L}}{C_{L}}\right) \hat{h}_{2, L}^{*}\right)-2 \hat{C}_{1}^{*}\left(\frac{\hat{h}_{1, L}}{\mu_{L}}-\frac{3 \hat{h}_{2, L}}{C_{L}}\right)=0,
\end{aligned}
$$

$$
\begin{aligned}
& B_{1} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}+C_{1} r_{0}^{2} \frac{6 v_{L}}{\mu_{L}\left(1-v_{L}\right)}-\frac{\hat{B}_{1} r_{0}^{-2}}{\mu_{L}}+\hat{C}_{1} r_{0}^{-4} \frac{3\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}- \\
& -A_{1}^{*}\left(\frac{h_{1, L}^{*}}{k_{L}}-\frac{3 h_{2, L}^{*}}{C_{L}}\right)-B_{1}^{*} \frac{h_{1, L}^{*}+r_{0}^{2} h_{2, L}^{*}}{k_{L}}+C_{1}^{*}\left(\frac{h_{1, L}}{\mu_{L}}-\frac{3 h_{2, L}}{C_{L}}\right)- \\
& -\hat{A}_{1}^{*}\left(\frac{\hat{h}_{1, L}^{*}}{k_{L}}-\frac{3 \hat{h}_{2, L}^{*}}{C_{L}}\right)-\hat{B}_{1}^{*} \frac{\hat{h}_{1, L}^{*}+r_{0}^{2} \hat{h}_{2, L}^{*}}{k_{L}}+\hat{C}_{1}^{*}\left(\frac{\hat{h}_{1, L}}{\mu_{L}}-\frac{3 \hat{h}_{2, L}}{C_{L}}\right)=0, \\
& A_{1} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}-C_{1} r_{0}^{2} \frac{6\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}-\hat{A}_{1} r_{0}^{-2} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}+\hat{C}_{1} r_{0}^{-4} \frac{6\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}- \\
& -2 A_{1}^{*}\left(\frac{h_{1, L}^{*}}{k_{L}}-\frac{3 h_{2, L}^{*}}{C_{L}}\right)+\frac{C_{1}^{*}}{\mu_{L}}\left(h_{1, L}-\left(r_{0}^{2}+\frac{6 \mu_{L}}{C_{L}}\right) h_{2, L}\right)- \\
& -2 \hat{A}_{1}^{*}\left(\frac{\hat{h}_{1, L}^{*}}{k_{L}}-\frac{3 \hat{h}_{2, L}^{*}}{C_{L}}\right)+\frac{\hat{C}_{1}^{*}}{\mu_{L}}\left(\hat{h}_{1, L}-\left(r_{0}^{2}+\frac{6 \mu_{L}}{C_{L}}\right) \hat{h}_{2, L}\right)=0 .
\end{aligned}
$$

Equality of the displacements on the second boundary $r=r_{1}$ gives:

$$
\begin{aligned}
& A_{1} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}-C_{1} r_{1}^{2} \frac{4 v_{L}}{\mu_{L}\left(1-v_{L}\right)}+\frac{\hat{A}_{1} r_{1}^{-2}}{\mu_{L}}+\hat{C}_{1} r_{1}^{-4} \frac{2\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}- \\
& \\
& -A_{1}^{*}\left(\frac{h_{1, L}^{*}}{k_{L}}-\frac{2 h_{2, L}^{*}}{C_{L}}\right)-C_{1}^{*} \frac{2 h_{2, L}}{C_{L}}-\hat{A}_{1}^{*}\left(\frac{\hat{h}_{1, L}^{*}}{k_{L}}-\frac{2 \hat{h}_{2, L}^{*}}{C_{L}}\right)-\hat{C}_{1}^{*} \frac{2 \hat{h}_{2, L}}{C_{L}}= \\
& =A_{2} \frac{1-2 v_{M}}{2 \mu_{M}\left(1-v_{M}\right)}-C_{2} r_{1}^{2} \frac{4 v_{M}}{\mu_{M}\left(1-v_{M}\right)}+\frac{\hat{A}_{2} r_{1}^{-2}}{\mu_{M}}+\hat{C}_{2} r_{1}^{-4} \frac{2\left(3-2 v_{M}\right)}{\mu_{M}\left(1-v_{M}\right)}, \\
& B_{1} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}+C_{1} r_{1}^{2} \frac{2 v_{L}}{\mu_{L}\left(1-v_{L}\right)}+\frac{\hat{B}_{1} r_{1}^{-2}}{\mu_{L}}-\hat{C}_{1} r_{1}^{-4} \frac{3-2 v_{L}}{\mu_{L}\left(1-v_{L}\right)}- \\
& \\
& -A_{1}^{*} \frac{h_{2, L}^{*}}{C_{L}}-B_{1}^{*} \frac{h_{1, L}^{*}}{k_{L}}+C_{1}^{*} \frac{h_{2, L}}{C_{L}}-\hat{A}_{1}^{*} \frac{\hat{h}_{2, L}^{*}}{C_{L}}-\hat{B}_{1}^{*} \frac{\hat{h}_{1, L}^{*}}{k_{L}}+\hat{C}_{1}^{*} \frac{\hat{h}_{2, L}}{C_{L}}= \\
& \quad=B_{2} \frac{1-2 v_{M}}{2 \mu_{M}\left(1-v_{M}\right)}+C_{2} r_{1}^{2} \frac{2 v_{M}}{\mu_{M}\left(1-v_{M}\right)}+\frac{\hat{B}_{2} r_{1}^{-2}}{\mu_{M}}-\hat{C}_{2} r_{1}^{-4} \frac{3-2 v_{M}}{\mu_{M}\left(1-v_{M}\right)}, \\
& A_{1} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}-C_{1} r_{1}^{2} \frac{2\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}+\hat{A}_{1} r_{1}^{-2} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}-\hat{C}_{1} r_{1}^{-4} \frac{2\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}- \\
& -A_{1}^{*} \frac{2 h_{2, L}^{*}}{C_{L}}-C_{1}^{*}\left(\frac{h_{1, L}}{\mu_{L}}-\frac{2 h_{2, L}}{C_{L}}\right)-\hat{A}_{1}^{*} \frac{2 \hat{h}_{2, L}^{*}}{C_{L}}-\hat{C}_{1}^{*}\left(\frac{\hat{h}_{1, L}}{\mu_{L}}-\frac{2 \hat{h}_{2, L}}{C_{L}}\right)= \\
& =A_{2} \frac{1-2 v_{M}}{2 \mu_{M}\left(1-v_{M}\right)}-C_{2} r_{1}^{2} \frac{2\left(3-2 v_{M}\right)}{\mu_{M}\left(1-v_{M}\right)}+\hat{A}_{2} r_{1}^{-2} \frac{1-2 v_{M}}{2 \mu_{M}\left(1-v_{M}\right)}-\hat{C}_{2} r_{1}^{-4} \frac{2\left(3-2 v_{M}\right)}{\mu_{M}\left(1-v_{M}\right)} .
\end{aligned}
$$

Equality of surface stresses at the second boundary $r=r_{1}$ gives:

$$
\begin{aligned}
& A_{1} \frac{1-2 v_{L}}{1-v_{L}}-\frac{2 \hat{A}_{1} r_{1}^{-2}}{1-v_{L}}-\hat{C}_{1} r_{1}^{-4} \frac{12\left(3-2 v_{L}\right)}{1-v_{L}}+A_{1}^{*}\left(\frac{4 \mu_{L}+\lambda_{L}}{k_{L}} h_{1, L}^{*}-\frac{2\left(6 \mu_{L}+\lambda_{L}\right)}{C_{L}} h_{2, L}^{*}\right)- \\
& -2 C_{1}^{*}\left(h_{1, L}-\frac{6 \mu_{L}+\lambda_{L}}{C_{L}} h_{2, L}\right)+\hat{A}_{1}^{*}\left(\frac{4 \mu_{L}+\lambda_{L}}{k_{L}} \hat{h}_{1, L}^{*}-\frac{2\left(6 \mu_{L}+\lambda_{L}\right)}{C_{L}} \hat{h}_{2, L}^{*}\right)- \\
& -2 \hat{C}_{1}^{*}\left(\hat{h}_{1, L}-\frac{6 \mu_{L}+\lambda_{L}}{C_{L}} \hat{h}_{2, L}\right)=A_{2} \frac{1-2 v_{M}}{1-v_{M}}-\frac{2 \hat{A}_{2} r_{1}^{-2}}{1-v_{M}}-\hat{C}_{2} r_{1}^{-4} \frac{12\left(3-2 v_{M}\right)}{1-v_{M}}, \\
& A_{1} \frac{v_{L}}{1-v_{L}}+\frac{B_{1}}{1-v_{L}}+\hat{A}_{1} r_{1}^{-2} \frac{v_{L}}{1-v_{L}}-2 \hat{B}_{1} r_{1}^{-2}+\hat{C}_{1} r_{1}^{-4} \frac{6\left(3-2 v_{L}\right)}{1-v_{L}}+ \\
& \quad+A_{1}^{*} \frac{6 \mu_{L}+\lambda_{L}}{C_{L}} h_{2, L}^{*}+B_{1}^{*} \frac{4 \mu_{L}+\lambda_{L}}{k_{L}} h_{1, L}^{*}+C_{1}^{*}\left(h_{1, L}-\frac{6 \mu_{L}+\lambda_{L}}{C_{L}} h_{2, L}\right)+ \\
& \quad+\hat{A}_{1}^{*} \frac{6 \mu_{L}+\lambda_{L}}{C_{L}} \hat{h}_{2, L}^{*}+\hat{B}_{1}^{*} \frac{4 \mu_{L}+\lambda_{L}}{k_{L}} \hat{h}_{1, L}^{*}+\hat{C}_{1}^{*} r_{1}^{-2}\left(\hat{h}_{1, L}-\frac{6 \mu_{L}+\lambda_{L}}{C_{L}} \hat{h}_{2, L}\right)= \\
& =A_{2} \frac{v_{M}}{1-v_{M}}+\frac{B_{2}}{1-v_{M}}+\hat{A}_{2} r_{1}^{-2} \frac{v_{M}}{1-v_{M}}-2 \hat{B}_{2} r_{1}^{-2}+\hat{C}_{2} r_{1}^{-4} \frac{6\left(3-2 v_{M}\right)}{1-v_{M}}, \\
& A_{1} \frac{1-2 v_{L}}{1-v_{L}}-C_{1} r_{1}^{2} \frac{12}{1-v_{L}+\frac{\hat{A}_{1} r_{1}^{-2}}{1-v_{L}}+\hat{C}_{1} r_{1}^{-4} \frac{12\left(3-2 v_{L}\right)}{1-v_{L}}+} \\
& \quad+2 A_{1}^{*}\left(\frac{\lambda_{L}}{k_{L}} h_{1, L}^{*}+\frac{3 \mu_{L}-2 \lambda_{L}}{C_{L}} h_{2, L}^{*}\right)+C_{1}^{*}\left(3 h_{1, L}-\frac{2\left(3 \mu_{L}-2 \lambda_{L}\right)}{C_{L}} h_{2, L}\right)+ \\
& \quad+2 \hat{A}_{1}^{*}\left(\frac{\lambda_{L}}{k_{L}} \hat{h}_{1, L}^{*}+\frac{3 \mu_{L}-2 \lambda_{L}}{C_{L}} \hat{h}_{2, L}^{*}\right)+\hat{C}_{1}^{*}\left(3 \hat{h}_{1, L}-\frac{2\left(3 \mu_{L}-2 \lambda_{L}\right)}{C_{L}} \hat{h}_{2, L}\right)= \\
& = \\
& A_{2} \frac{1-2 v_{M}}{1-v_{M}}-C_{2} r_{1}^{2} \frac{12}{1-v_{M}}+\frac{\hat{A}_{2} r_{1}^{-2}}{1-v_{M}}+\hat{C}_{2} r_{1}^{-4} \frac{12\left(3-2 v_{M}\right)}{1-v_{M}} .
\end{aligned}
$$

Equating the normal derivatives of displacements to zero at the second boundary $r=r_{1}$ gives:

$$
\begin{aligned}
& A_{1} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}-C_{1} r_{1}^{2} \frac{12 v_{L}}{\mu_{L}\left(1-v_{L}\right)}-\frac{\hat{A}_{1} r_{1}^{-2}}{\mu_{L}}-\hat{C}_{1} r_{0}^{-4} \frac{6\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}-2 C_{1}^{*}\left(\frac{h_{1, L}}{\mu_{L}}-\frac{3 h_{2, L}}{C_{L}}\right)+ \\
& +\frac{A_{1}^{*}}{k_{L}}\left(h_{1, L}^{*}-\left(r_{1}^{2}+\frac{6 k_{L}}{C_{L}}\right) h_{2, L}^{*}\right)+\frac{\hat{A}_{1}^{*}}{k_{L}}\left(\hat{h}_{1, L}^{*}-\left(r_{1}^{2}+\frac{6 k_{L}}{C_{L}}\right) \hat{h}_{2, L}^{*}\right)-2 \hat{C}_{1}^{*}\left(\frac{\hat{h}_{1, L}}{\mu_{L}}-\frac{3 \hat{h}_{2, L}}{C_{L}}\right)=0 \\
& B_{1} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}+C_{1} r_{1}^{2} \frac{6 v_{L}}{\mu_{L}\left(1-v_{L}\right)}-\frac{\hat{B}_{1} r_{1}^{-2}}{\mu_{L}}+\hat{C}_{1} r_{1}^{-4} \frac{3\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}- \\
& \quad-A_{1}^{*}\left(\frac{h_{1, L}^{*}}{k_{L}}-\frac{3 h_{2, L}^{*}}{C_{L}}\right)-B_{1}^{*} \frac{h_{1, L}^{*}+r_{1}^{2} h_{2, L}^{*}}{k_{L}}+C_{1}^{*}\left(\frac{h_{1, L}}{\mu_{L}}-\frac{3 h_{2, L}}{C_{L}}\right)- \\
& -\hat{A}_{1}^{*}\left(\frac{\hat{h}_{1, L}^{*}}{k_{L}}-\frac{3 \hat{h}_{2, L}^{*}}{C_{L}}\right)-\hat{B}_{1}^{*} \frac{\hat{h}_{1, L}^{*}+r_{1}^{2} \hat{h}_{2, L}^{*}}{k_{L}}+\hat{C}_{1}^{*}\left(\frac{\hat{h}_{1, L}}{\mu_{L}}-\frac{3 \hat{h}_{2, L}}{C_{L}}\right)=0
\end{aligned}
$$

$$
\begin{aligned}
& A_{1} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}-C_{1} r_{1}^{2} \frac{6\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}-\hat{A}_{1} r_{1}^{-2} \frac{1-2 v_{L}}{2 \mu_{L}\left(1-v_{L}\right)}+\hat{C}_{1} r_{1}^{-4} \frac{6\left(3-2 v_{L}\right)}{\mu_{L}\left(1-v_{L}\right)}- \\
& -2 A_{1}^{*}\left(\frac{h_{1, L}^{*}}{k_{L}}-\frac{3 h_{2, L}^{*}}{C_{L}}\right)+\frac{C_{1}^{*}}{\mu_{L}}\left(h_{1, L}-\left(r_{1}^{2}+\frac{6 \mu_{L}}{C_{L}}\right) h_{2, L}\right)- \\
& -2 \hat{A}_{1}^{*}\left(\frac{\hat{h}_{1, L}^{*}}{k_{L}}-\frac{3 \hat{h}_{2, L}^{*}}{C_{L}}\right)+\frac{\hat{C}_{1}^{*}}{\mu_{L}}\left(\hat{h}_{1, L}-\left(r_{1}^{2}+\frac{6 \mu_{L}}{C_{L}}\right) \hat{h}_{2, L}\right)=0 .
\end{aligned}
$$

Finally, two contact conditions on the boundary of the region $G_{H}$ are derived by equating displacements and surface forces at the external boundary $r=r_{2}$. Equality of displacements gives:

$$
\begin{aligned}
& \quad \begin{array}{l}
A_{2} \frac{1-2 v_{M}}{2 \mu_{M}\left(1-v_{M}\right)}-C_{2} r_{2}^{2} \frac{4 v_{M}}{\mu_{M}\left(1-v_{M}\right)}+\frac{\hat{A}_{2} r_{2}^{-2}}{\mu_{M}}+\hat{C}_{2} r_{2}^{-4} \frac{2\left(3-2 v_{M}\right)}{\mu_{M}\left(1-v_{M}\right)}= \\
=\frac{1-2 v_{H}}{2 \mu_{H}\left(1-v_{H}\right)}+\frac{\hat{A}_{3} r_{2}^{-2}}{\mu_{H}}+\hat{C}_{3} r_{2}^{-4} \frac{2\left(3-2 v_{H}\right)}{\mu_{H}\left(1-v_{H}\right)}, \\
B_{2} \frac{1-2 v_{M}}{2 \mu_{M}\left(1-v_{M}\right)}+C_{2} r_{2}^{2} \frac{2 v_{M}}{\mu_{M}\left(1-v_{M}\right)}+\frac{\hat{B}_{2} r_{2}^{-2}}{\mu_{M}}-\hat{C}_{2} r_{2}^{-4} \frac{3-2 v_{M}}{\mu_{M}\left(1-v_{M}\right)}= \\
=\frac{1-2 v_{H}}{2 \mu_{H}\left(1-v_{H}\right)}+\frac{\hat{B}_{3} r_{2}^{-2}}{\mu_{H}}-\hat{C}_{3} r_{2}^{-4} \frac{3-2 v_{H}}{\mu_{H}\left(1-v_{H}\right)}, \\
A_{2} \frac{1-2 v_{M}}{2 \mu_{M}\left(1-v_{M}\right)}-C_{2} r_{2}^{2} \frac{2\left(3-2 v_{M}\right)}{\mu_{M}\left(1-v_{M}\right)}+\hat{A}_{2} r_{2}^{-2} \frac{1-2 v_{M}}{2 \mu_{M}\left(1-v_{M}\right)}-\hat{C}_{2} r_{2}^{-4} \frac{2\left(3-2 v_{M}\right)}{\mu_{M}\left(1-v_{M}\right)}= \\
=\frac{1-2 v_{H}}{2 \mu_{H}\left(1-v_{H}\right)}+\hat{A}_{3} r_{2}^{-2} \frac{1-2 v_{H}}{2 \mu_{H}\left(1-v_{H}\right)}-\hat{C}_{3} r_{2}^{-4} \frac{2\left(3-2 v_{H}\right)}{\mu_{H}\left(1-v_{H}\right)} .
\end{array}
\end{aligned}
$$

Equality of surface forces at $r=r_{2}$ gives:

$$
\begin{gathered}
A_{2} \frac{1-2 v_{M}}{1-v_{M}}-\frac{2 \hat{A}_{2} r_{2}^{-2}}{1-v_{M}}-\hat{C}_{2} r_{2}^{-4} \frac{12\left(3-2 v_{M}\right)}{1-v_{M}}=\frac{1-2 v_{H}}{1-v_{H}}-\frac{2 \hat{A}_{3} r_{2}^{-2}}{1-v_{H}}-\hat{C}_{3} r_{2}^{-4} \frac{12\left(3-2 v_{H}\right)}{1-v_{H}}, \\
A_{2} \frac{v_{M}}{1-v_{M}}+\frac{B_{2}}{1-v_{M}}+\hat{A}_{2} r_{2}^{-2} \frac{v_{M}}{1-v_{M}}-2 \hat{B}_{2} r_{2}^{-2}+\hat{C}_{2} r_{2}^{-4} \frac{6\left(3-2 v_{M}\right)}{1-v_{M}}= \\
=\frac{v_{H}}{1-v_{H}}+\hat{A}_{3} r_{2}^{-2} \frac{v_{H}}{1-v_{H}}-2 \hat{B}_{3} r_{2}^{-2}+\hat{C}_{3} r_{2}^{-4} \frac{6\left(3-2 v_{H}\right)}{1-v_{H}}, \\
A_{2} \frac{1-2 v_{M}}{1-v_{M}}-C_{2} r_{2}^{2} \frac{12}{1-v_{M}}+\frac{\hat{A}_{2} r_{2}^{-2}}{1-v_{M}}+\hat{C}_{2} r_{2}^{-4} \frac{12\left(3-2 v_{M}\right)}{1-v_{M}}= \\
\quad=\frac{1-2 v_{H}}{1-v_{H}}+\frac{\hat{A}_{3} r_{2}^{-2}}{1-v_{H}}+\hat{C}_{3} r_{2}^{-4} \frac{12\left(3-2 v_{H}\right)}{1-v_{H}} .
\end{gathered}
$$

As a result, we obtain 24 equations for the 24 unknown coefficients $A_{0}, B_{0}, C_{0}, A_{1}, B_{1}$, $C_{1}, \hat{A}_{1}, \hat{B}_{1}, \hat{C}_{1}, A_{1}^{*}, B_{1}^{*}, C_{1}^{*}, \hat{A}_{1}^{*}, \hat{B}_{1}^{*}, \hat{C}_{1}^{*}, A_{2}, B_{2}, C_{2}, \hat{A}_{2}, \hat{B}_{2}, \hat{C}_{2}, \hat{A}_{3}, \hat{B}_{3}, \hat{C}_{3}$. By the solving of them we obtain the solution of the generalized Eshelby problem in the form of PapkovichNeuber representations for the potentials given by Eqs. (22) - (24) for any homogeneous state of deformation at infinity, defined by arbitrary harmonic polynomials of first order.

