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Abstract. We prove the non-existence of Hopf orders over number rings for two
families of complex semisimple Hopf algebras. They are constructed as Drinfel’d
twists of group algebras for the following groups: An, the alternating group on n
elements, with n ≥ 5; and S2m, the symmetric group on 2m elements, with m ≥ 4
even. The twist for An arises from a 2-cocycle on the Klein four-group contained
in A4. The twist for S2m arises from a 2-cocycle on a subgroup generated by
certain transpositions which is isomorphic to Zm

2 . This provides more examples
of complex semisimple Hopf algebras that can not be defined over number rings.
As in the previous family known, these Hopf algebras are simple.

Introduction

The theory of orders lies at the intersection of algebra and number theory. As
stated in the preface of Reiner’s fundamental book [19], ”the beauty of the subject
stems from the fascinating interplay between the arithmetical properties of orders
and the algebraic properties of the algebras containing them”.

This interaction is particularly strong in the representation theory of finite groups.
For a finite group G, the group ring ZG in the group algebra CG is one of the most
significant examples of order. An important result here, depending on the existence
of such an order, is Frobenius’ Theorem: the degree of any complex irreducible
representation of G divides the order of G, [6, Proposition 9.32]. When CG is viewed
with its customary Hopf algebra structure, ZG is indeed a Hopf order of CG.

Kaplansky predicted that Frobenius’ Theorem holds for complex semisimple Hopf
algebras, namely: for a complex semisimple Hopf algebra H the dimension of every
irreducible representation of H divides the dimension of H. This statement, known
as Kaplanky’s sixth conjecture, remains unanswered.

Larson introduced Hopf orders in [11] as a first attempt to bring number-theoretic
techniques into the representation theory of semisimple Hopf algebras. He proved
there that if H admits a Hopf order over a number ring, then H satisfies Kaplansky’s
conjecture. For a long time it was an open question whether a complex semisimple
Hopf algebra always admits a Hopf order over a number ring. We settled this in
the negative in [4] for a family of Hopf algebras studied by Galindo and Natale in
[10]. (Nevertheless, they satisfy the conjecture.) Our result revealed an essential
arithmetic difference between group algebras and semisimple Hopf algebras: complex
semisimple Hopf algebras may not admit Hopf orders over number rings.
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In the present paper we further explore this phenomenon. We prove the non-
existence of Hopf orders over number rings for two more families of complex semisim-
ple Hopf algebras. Similarly to the previous family, they are constructed as Drinfel’d
twists of certain group algebras. The twist is in turn constructed using the following
method due to Movshev [16].

Let M be an abelian subgroup of G. Let K be a number field. Suppose that K is
large enough so that the group algebra KM splits. Denote by M̂ the character group
of M . For φ ∈ M̂ let eφ be the associated idempotent in KM . If ω : M̂ × M̂ → K×

is a normalized 2-cocycle, then

Jω =
∑

φ,ψ∈M̂

ω(φ, ψ)eφ ⊗ eψ

is a twist for KG. The twisting procedure alters the coalgebra structure and the
antipode of KG but leaves unchanged the algebra structure. So, as algebras, these
Hopf algebras are group algebras.

Here we deal with the following two families of groups and twists:
(1) The alternating group An on n elements, with n ≥ 5. Consider the double

transpositions d1 = (12)(34) and d2 = (13)(24). The subgroup M is gener-
ated by them. The character group M̂ is generated by ϕi, for i = 1, 2, given
by ϕi(dj) = (−1)δij . The 2-cocycle ω is the bicharacter:

ω(ϕα1
1 ϕα2

2 , ϕβ11 ϕ
β2
2 ) = (−1)α1β2 , αi, βj ∈ {0, 1}.

This family was introduced by Nikshych in [17] and provided the first non-
trivial examples of simple and semisimple Hopf algebras.

(2) The symmetric group S2m on 2m elements, with m ≥ 4 even. For 1 ≤ i ≤ m
let ti denote the transposition (2i−1 2i) of S2m. The subgroupM is generated
by ti for 1 ≤ i ≤ m. The character group M̂ is generated by ϕi, for 1 ≤ i ≤ m,
given by ϕi(tj) = (−1)δij . The 2-cocycle ω is defined by the formula:

ω(ϕα1
1 . . . ϕαm

m , ϕβ11 . . . ϕβmm ) = (−1)
∑

i<j αiβj , αi, βj ∈ {0, 1}.
This family was introduced by Bichon in [2] and further discussed by Galindo
and Natale in [10]. These examples are also simple.

Our main results, Theorems 3.3 and 4.5, are abridged in the following statement:

Theorem. Let K be a number field with ring of integers OK . Let R ⊂ K be a
Dedekind domain such that OK ⊆ R. Let G be one of the above groups and J
the twist arising from the corresponding cocycle. If the twisted Hopf algebra (KG)J
admits a Hopf order over R, then 1

2 ∈ R.
As a consequence, (KG)J does not admit a Hopf order over any number ring.

This theorem implies that the complexified Hopf algebra (CG)J does not admit a
Hopf order over any number ring.

The strategy of the proof can be outlined as follows. Hopf orders are inherited to
Hopf subalgebras and quotient Hopf algebras (Proposition 1.1). For our purposes,
this fact allows us to focus immediately on A5 in the case of An. The case of S2m

needs several reductions to subgroups and quotient groups to focus ultimately on
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S8. Assume now that H is a Hopf algebra over K and X is a Hopf order of H
over R. Consider the dual Hopf algebra H∗. The dual order X? consists of those
ϕ ∈ H∗ such that ϕ(X) ⊆ R. The dual order is a Hopf order of H∗ (Proposition 1.1).
Another technical result we rely on is that any character of H belongs to X? and
any cocharacter of H belongs to X (Proposition 1.2). In particular, any group-like
element of H lies in X.

As in our previous paper [4], the main idea of the proof is to construct elements
ϕ ∈ X? and x ∈ X, by a subtle manipulation of characters and cocharacters, such
that ϕ(x) = s/2, with s an odd number. For the characters we directly use the
character table of A5 and S4 respectively. For the cocharacters the argument is more
involved since the twisting procedure makes the coalgebra structure more difficult
to handle. In Proposition 2.1, we invoke a decomposition of (KG)J at the coalgebra
level by means of the double cosets of the subgroup M in G, which was established
by Etingof and Gelaki in [7]. Given τ ∈ G the subspace K(MτM) spanned by the
double coset MτM is a subcoalgebra of (KG)J . We prove in Proposition 2.2 that
if M ∩ (τMτ−1) = {1}, then K(MτM) is isomorphic to a matrix coalgebra; and
the irreducible cocharacter of (KG)J associated to it is |M |eετeε. Here eε is the
idempotent of KM attached to the trivial character.

In the case of A5 the preceding ideas and results do all the work. The case of
S8 requires an additional tool, which does not appear in [4]. We replace the twist
J of KS8 by a cohomologous twist T . The Hopf algebras (KS8)J and (KS8)T are
isomorphic, but T has a computational advantage: we are able to show that T and
T−1 belong to X ⊗R X. Then, X can be twisted by T−1 (Proposition 2.4), thus
obtaining a Hopf order of the group algebra KS8. Hence S8 is contained in X. A
permutation of S8 is used to construct the desired element x in X ∩ (KS4) to which
we apply a character of S4 to settle the statement.

These Hopf algebras, as those studied in [4], are examples of simple Hopf algebras;
i.e., they have no proper normal Hopf subalgebras. In light of our results we wonder
if a non-trivial simple and semisimple complex Hopf algebra ever admits a Hopf
order over a number ring. In another direction, we ask if a complex semisimple Hopf
algebra that is lower-semisolvable, as defined by Montgomery and Witherspoon in
[15], always admits a Hopf order over a number ring. Some other questions arising
from our previous results on orders in semisimple Hopf algebras can be found in [4,
page 2548] and [5, page 954].

The paper is organized as follows. Section 1 collects basic material on Hopf orders.
The Drinfel’d twist is recalled in Section 2, together with Movshev’s method of
constructing a twist for a group algebra from a 2-cocycle on an abelian subgroup.
Here we present the coalgebra decomposition of the twisted group algebra in terms of
double cosets. We also describe the irreducible cocharacter for a simple subcoalgebra
provided by a double coset. In Section 3 we prove the non-existence of Hopf orders
for the twist of the alternating group. For the symmetric group this is done in Section
4. Several final questions are formulated in Section 5.
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1. Preliminaries

In this section we fix notation and gather together several results on Hopf orders
from [4, Subsection 1.2] that we will use later. We refer the reader to there for their
proofs.

1.1. Notation. Throughout H is a finite-dimensional Hopf algebra over a base field
K. Vector spaces, linear maps, and unadorned tensor products are over K, unless
otherwise indicated. The identity element of H is denoted by 1H and the coproduct,
counit, and antipode by ∆, ε, and S respectively. The dual Hopf algebra of H is
denoted by H∗. For ϕ ∈ H∗ and h ∈ H we sometimes use the duality pairing
notation 〈ϕ, h〉 instead of ϕ(h). Our references for the theory of Hopf algebras are
[14] and [18].

1.2. Hopf orders. Let R be a subring of K and V a finite-dimensional vector space
over K. An order of V over R is a finitely generated and projective R-submodule
X of V such that the natural map X⊗RK → V is an isomorphism. The submodule
X corresponds to the image of X ⊗R R.

A Hopf order of H over R is an order X of H such that 1H ∈ X, XX ⊆ X,
∆(X) ⊆ X ⊗R X, ε(X) ⊆ R, and S(X) ⊆ X. (For the coproduct, X ⊗R X is
naturally identified as an R-submodule of H ⊗H.) Then, X is a Hopf algebra over
R, which is finitely generated and projective as an R-module, such that X⊗RK ' H
as Hopf algebras over K.

In the next two results K is a number field and R ⊂ K is a Dedekind domain
containing the ring of algebraic integers OK . Hopf orders are over R.

Proposition 1.1. [4, Propositions 1.1 and 1.9] Let X be a Hopf order of H.

(i) The dual order X? := {ϕ ∈ H∗ : ϕ(X) ⊆ R} is a Hopf order of H∗.
(ii) The natural isomorphism H ' H∗∗ induces an isomorphism of Hopf orders

X ' X??.
(iii) If A is a Hopf subalgebra of H, then X ∩A is a Hopf order of A.
(iv) If π : H → B is a surjective Hopf algebra map, then π(X) is a Hopf order of

B.

The proofs of our main results are based on the following:

Proposition 1.2. [4, Proposition 1.2] Let X be a Hopf order of H. Any character
of H belongs to X? and any character of H∗ (cocharacter of H) belongs to X. In
particular, any group-like element of H belongs to X.

2. Coalgebra structure of twistings arising from abelian subgroups

We discuss here Movshev’s idea [16, Section 1] of deforming a group algebra
through a 2-cocycle on an abelian subgroup and the link between the deformed
coalgebra structure and the double cosets of the subgroup set up by Etingof and
Gelaki in [7, Section 3].

We start by recalling the general deformation procedure, due to Drinfel’d. An
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invertible element J :=
∑
J (1) ⊗ J (2) ∈ H ⊗H is a twist for H provided that:

(1H ⊗ J)(Id⊗∆)(J) = (J ⊗ 1H)(∆⊗ Id)(J), and
(ε⊗ Id)(J) = (Id⊗ ε)(J) = 1H .

The Drinfel’d twist of H is the new Hopf algebra HJ defined as follows: HJ = H as
an algebra, the counit is that of H, and the new coproduct and antipode are given
by:

∆J(h) = J∆(h)J−1 and SJ(h) = UJ S(h)U−1
J ∀h ∈ H.

Here UJ :=
∑
J (1)S(J (2)) and U−1

J =
∑

S(J−(1))J−(2), where for the latter we write
J−1 =

∑
J−(1) ⊗ J−(2).

Two twists J and J ′ for H are said to be cohomologous if there is v ∈ H invertible
such that J ′ = (v ⊗ v)J∆(v−1). In this case, the map f : HJ → HJ ′ , h 7→ vhv−1 is
a Hopf algebra isomorphism.

Let G be a finite group and consider the group algebra KG. Let M be an abelian
subgroup of G. Suppose that charK - |M | and that K is large enough so that KM
splits. Denote by M̂ the character group of M . For φ ∈ M̂ , the corresponding
idempotent in KM is given by:

eφ =
1

|M |
∑
m∈M

φ(m−1)m.

If ω : M̂ × M̂ → K× is a normalized 2-cocycle, then

Jω =
∑

φ,ψ∈M̂

ω(φ, ψ)eφ ⊗ eψ

is a twist for KM . Since KM is a Hopf subalgebra of KG, it is also a twist for
KG. This way of twisting a group algebra plays a key role in the classification of
triangular and cotriangular Hopf algebras ([8], [1], and [9]) and in the construction
of simple and semisimple Hopf algebras ([17] and [10]).

If ω and ω′ are cohomologous cocycles, then the corresponding twists Jω and
Jω′ are cohomologous in the above sense. Concretely, let q : M̂ → K× be a map
such that ω′ = ω∂(q), where ∂ is the coboundary map. The element v is given by
v =

∑
φ∈M̂ q(φ)eφ.

In the sequel we just write J for the twist Jω. The following result delves into the
coalgebra structure of (KG)J . The first item is [7, Proposition 3.1] and the second
one is a reinterpretation of [7, Proposition 4.1]. The proofs are included since they
contain constructions and formulas that we will use later.

Proposition 2.1. Let {τ`}`∈Λ be a set of representatives of the double cosets of M
in G. Then:

(i) As a coalgebra, (KG)J decomposes as the direct sum of subcoalgebras

(KG)J =
⊕
`∈Λ

K(Mτ`M). (2.1)
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(ii) The dual algebra of K(Mτ`M) is isomorphic to the twisted group algebra
K(ω,ω−1)|N` [N`], where

N` =
{

(φ, ψ) ∈ M̂ × M̂ : ψ(m) = φ(τ`mτ
−1
` ) ∀m ∈M ∩ (τ`Mτ−1

` )
}
.

In particular, if M ∩ (τ`Mτ−1
` ) = {1}, then N` = M̂ × M̂ .

Proof. (i) That (2.1) is the direct sum of those subspaces follows from the fact that
{Mτ`M}`∈Λ is a partition of G. To see that K(Mτ`M) is a subcoalgebra of (KG)J
bear in mind that ∆J(σ) = J(σ ⊗ σ)J−1 for every σ ∈ Mτ`M and J is supported
on M ⊗M . Nevertheless, we will compute explicitly the coproduct of eφτ`eψ for a
later application:

∆J(eφτ`eψ) = J∆(eφτ`eψ)J−1

­
= J

( ∑
λ,ρ∈M̂

eλτ`eρ ⊗ eλ−1φτ`eρ−1ψ

)
J−1

=
∑
λ,ρ∈M̂

∑
φ′,ψ′∈M̂

∑
φ′′,ψ′′∈M̂

ω(φ′, ψ′)ω−1(φ′′, ψ′′)eφ′eλτ`eρeφ′′

⊗eψ′eλ−1φτ`eρ−1ψeψ′′

¬
=
∑
λ,ρ∈M̂

ω(λ, λ−1φ)ω−1(ρ, ρ−1ψ)eλτ`eρ ⊗ eλ−1φτ`eρ−1ψ. (2.2)

We used here that:
¬ {eφ}φ∈M̂ is a complete set of orthogonal idempotents in KM ;

­ ∆(eφ) =
∑
λ∈M̂

eλ ⊗ eλ−1φ.

(ii) The dimension of K(Mτ`M) equals the cardinal of the double coset Mτ`M .
This is given by the formula:

|Mτ`M | =
|M |2

|M ∩ (τ`Mτ−1
` )|

.

Notice that K(Mτ`M) is spanned by {eφτ`eψ}(φ,ψ)∈M̂×M̂ . For m ∈ M ∩ (τ`Mτ−1
` )

it holds that
ψ(m)eφτ`eψ = eφτ`meψ = φ(τ`mτ

−1
` )eφτ`eψ.

If (φ, ψ) /∈ N`, there is m ∈ M ∩ (τ`Mτ−1
` ) such that ψ(m) 6= φ(τ`mτ

−1
` ). Then

eφτ`eψ = 0. Therefore, {eφτ`eψ}(φ,ψ)∈N`
spans K(Mτ`M). On the other hand,

identify naturally M̂×M̂ with M̂ ×M . Consider the following subgroup L ofM×M :

L =
{

(m, τ`mτ
−1
` ) : m ∈M ∩ (τ`Mτ−1

` )
}
.

Then, (φ, ψ) ∈ N` if and only if (ψ, φ−1) ∈ L⊥, the perpendicular subgroup of L.
We have:

|N`| = |L⊥| =
|M ×M |
|L|

=
|M |2

|M ∩ (τ`Mτ−1
` )|

= |Mτ`M |.

This implies that {eφτ`eψ}(φ,ψ)∈N`
is a basis of K(Mτ`M).
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Let {u(φ,ψ)}(φ,ψ)∈N`
denote the dual basis of {eφτ`eψ}(φ,ψ)∈N`

in K(Mτ`M)∗. We
compute the product of two such elements:〈
u(φ1,ψ1)u(φ2,ψ2), eφτ`eψ

〉
=
〈
u(φ1,ψ1) ⊗ u(φ2,ψ2),∆J(eφτ`eψ)

〉
(2.2)
=

∑
λ,ρ∈M̂

ω(λ, λ−1φ)ω−1(ρ, ρ−1ψ)
〈
u(φ1,ψ1), eλτ`eρ

〉〈
u(φ2,ψ2), eλ−1φτ`eρ−1ψ

〉
= ω(φ1, φ2)ω−1(ψ1, ψ2)δφ1φ2,φδψ1ψ2,ψ

=
〈
ω(φ1, φ2)ω−1(ψ1, ψ2)u(φ1φ2,ψ1ψ2), eφτ`eψ

〉
.

Hence,
u(φ1,ψ1)u(φ2,ψ2) = ω(φ1, φ2)ω−1(ψ1, ψ2)u(φ1φ2,ψ1ψ2).

This is precisely the product of K(ω,ω−1)|N` [N`]. �

We will need the following known facts on the twisted group algebra:
LetN be a finite abelian group. Recall that a normalized 2-cocycle c : N×N →K×

is non-degenerate if the skew-symmetric bilinear form cc−1
21 : N × N → K×,

(g, h) 7→ c(g, h)c−1(h, g) is non-degenerate. An element g ∈ N is c-regular if
c(g, h) = c(h, g) for all h ∈ N . The set consisting of c-regular elements, denoted
by Rad(c), is a subgroup of N .

Suppose that charK - |N |. The twisted group algebra KcN = ⊕g∈NKug is then
semisimple. Assume that K is large enough so that KcN splits as an algebra. The
center of KcN is spanned, as a vector space, by the set {ug : g is c-regular}. Thus,
the following statements are equivalent:

(1) KcN is simple;
(2) 1 is the only c-regular element;
(3) c is non-degenerate.
The algebra KcN decomposes as a direct sum of |Rad(c)| matrix algebras, each of

dimension |N/Rad(c)|. Hence, all irreducible representations of KcN are of dimen-
sion

√
|N/Rad(c)|. The details about this can be found, for example, in [13, Section

9.1].
The Hopf algebra (KG)J is cosemisimple by [1, Corollary 3.6]. There is a special

case in which K(Mτ`M) provides a simple component of its Wedderburn decompo-
sition. We assume that K is sufficiently large so that (KG)J splits as a direct sum
of matrix coalgebras.

Proposition 2.2. Let M and τ` be as before. If M ∩ (τ`Mτ−1
` ) = {1} and ω is

non-degenerate, then K(Mτ`M) is isomorphic to a matrix coalgebra of size |M |.
Moreover, the irreducible cocharacter of (KG)J attached to K(Mτ`M) is |M |eετ`eε.

Proof. Since M ∩ (τ`Mτ−1
` ) = {1}, by the above result, K(Mτ`M)∗ is isomorphic

to K(ω,ω−1)[M̂ × M̂ ]. This is in turn isomorphic to Kω[M̂ ] ⊗ Kω−1
[M̂ ]. Under

the assumption on K and ω, the algebra Kω[M̂ ] is isomorphic to a matrix algebra.
Hence Kω[M̂ ]⊗Kω−1

[M̂ ] is so as well.



8 J. CUADRA AND E. MEIR

We next prove the second statement. The character of the regular representation
of K(ω,ω−1)[M̂ × M̂ ] maps

u(φ,ψ) 7→

{
|M |2 if (φ, ψ) = (ε, ε),

0 if (φ, ψ) 6= (ε, ε).

This is because for (φ′, ψ′) 6= (ε, ε), the multiplication by u(φ′,ψ′) permutes (up to
a non-zero scalar) the basis {u(φ,ψ)}φ,ψ∈M̂ without fixed points, and |M |2 is the
dimension of the algebra. The regular representation of a matrix algebra of size |M |
is the direct sum of |M | copies of the unique irreducible representation. Then, the
character Γ of the irreducible representation of K(ω,ω−1)[M̂ × M̂ ] is given by

Γ(u(φ,ψ)) = |M |δφ,εδψ,ε, ∀φ, ψ ∈ M̂.

Recall that {u(φ,ψ)}φ,ψ∈M̂ is the dual basis of {eφτ`eψ}φ,ψ∈M̂ . IdentifyingK(Mτ`M)∗∗

and K(Mτ`M) via these bases, Γ corresponds to |M |eετ`eε. �

Remark 2.3. Our previous discussion on the corepresentations of (KG)J only in-
cludes those aspects needed for our purposes. The irreducible corepresentations of
any subcoalgebra K(Mτ`M) are described by Etingof and Gelaki in [7, Theorem
3.2]. The proof of that result requires deeper arguments. We refer the interested
reader to there.

The last result of this part relates the twisting procedure and Hopf orders. It will
be crucial in establishing Theorem 4.5.

Proposition 2.4. Let H be a Hopf algebra over K and J a twist for H. Let R be
a subring of K and X a Hopf order of H over R. Assume that J and J−1 belong to
X ⊗R X. Then, X is a Hopf order of HJ .

Proof. We must show that X is closed under the operations of HJ . Since the algebra
structure ofHJ remains unchanged, we only need to deal with the coalgebra structure
and the antipode. For the former, notice that the hypothesis J±1 ∈ X ⊗RX implies
∆J(X) = J∆(X)J−1 ⊂ X ⊗R X. For the latter, notice that UJ , U−1

J ∈ X and
SJ(X) = UJ S(X)U−1

J ⊆ X. �

As done for Hopf algebras, we write XJ for the twisted Hopf order.

3. Twisting of the alternating group

We next illustrate Propositions 2.1 and 2.2 with the twisting of the alternating
group studied by Nikshych in [17, Subsection 5.2].

For n ≥ 4 let An be the alternating group on the set {1, . . . , n}. Consider the
abelian subgroup M = {id, (12)(34), (13)(24), (14)(23)}. Choose a = (12)(34) and
b = (13)(24) as generators. The character group M̂ consists of the following elements:

1 a b ab
ε 1 1 1 1
ϕ1 1 −1 1 −1
ϕ2 1 1 −1 −1
ϕ1ϕ2 1 −1 −1 1
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The orthogonal idempotents giving the Wedderburn decomposition of KM are:

eε =
1

4
(id+ a+ b+ ab), eϕ1 =

1

4
(id− a+ b− ab),

eϕ2 =
1

4
(id+ a− b− ab), eϕ1ϕ2 =

1

4
(id− a− b+ ab).

Assume that K contains a primitive 4th root of unity ξ and consider the cocycle
ω : M̂ × M̂ → K× defined by the following table:

ε ϕ1 ϕ2 ϕ1ϕ2

ε 1 1 1 1
ϕ1 1 1 ξ −ξ
ϕ2 1 −ξ 1 ξ
ϕ1ϕ2 1 ξ −ξ 1

Take the twist

J =
∑

φ,ψ∈M̂

ω(φ, ψ)eφ ⊗ eψ (3.1)

for KM afforded by ω.

We compute the Wedderburn decomposition, at the coalgebra level, of the twisted
Hopf algebra (KA5)J .

Proposition 3.1. Let T denote the subset {(12345), (13524), (23)(45)} of A5. Then:

(i) The Hopf algebra (KA5)J decomposes as a direct sum of simple subcoalgebras:

(KA5)J =
( ⊕
g∈A4

Kg
)⊕(⊕

τ∈T
K(MτM)

)
.

All subcoalgebras K(MτM) are isomorphic to the matrix coalgebra Mc
4(K).

(ii) For each τ ∈ T, the irreducible cocharacter of (KA5)J arising from K(MτM)
is:

µτ = 4eετeε.

(iii) The coproduct of µτ is:

∆J(µτ ) = ∆(µτ ) =
1

4

∑
σ∈MτM

σ ⊗ σ.

Proof. (i) We particularize the decomposition (2.1) to this example. We must de-
termine all double cosets of M in A5. We start by analyzing the case of an element
g ∈ A4. Since M is normal in A4, the double coset MgM is just the coset Mg. We
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next verify that Kh is a subcoalgebra of (KA5)J for every h ∈Mg:

∆J(h) = J∆(h)J−1

=
∑

φ,ψ∈M̂

∑
φ′,ψ′∈M̂

ω(φ, ψ)ω−1(φ′, ψ′)h(h−1eφh)eφ′ ⊗ h(h−1eψh)eψ′

¬
=

∑
φ′,ψ′∈M̂

∑
φ′′,ψ′′∈M̂

ω(h � φ′′ ≺ h−1, h � ψ′′ ≺ h−1)ω−1(φ′, ψ′)heφ′′eφ′ ⊗ heψ′′eψ′

­
=

∑
φ′,ψ′∈M̂

∑
φ′′,ψ′′∈M̂

ω(φ′′, ψ′′)ω−1(φ′, ψ′)heφ′′eφ′ ⊗ heψ′′eψ′

=
∑

φ,ψ∈M̂

ω(φ, ψ)ω−1(φ, ψ)heφ ⊗ heψ

= h⊗ h.
In this computation we have used:

¬ The idempotent h−1eφh must be some eφ′′ for a unique φ′′ ∈ M̂ . Indeed,
φ′′ = h−1 � φ ≺ h, where 〈h−1 � φ ≺ h,m〉 = 〈φ, hmh−1〉 for all m ∈M ;

­ The cocycle ω is invariant under conjugation by elements in A4; namely,
ω(h � φ′′ ≺ h−1, h � ψ′′ ≺ h−1) = ω(φ′′, ψ′′), ∀φ′′, ψ′′ ∈ M̂.

(This shows in fact that KA4 remains unchanged when twisted by J .)
On the other hand, notice that M ∩ (tMt−1) = {id} for every t ∈ A5\A4. Hence,

each double coset outside A4 contains exactly 16 elements. This implies that there
are 3 double cosets outside A4. We can choose as a set of representatives

T = {(12345), (13524), (23)(45)}.
Since ω is non-degenerate, by Proposition 2.2, K(MτM) is isomorphic to the

matrix coalgebra Mc
4(K).

(ii) Apply also Proposition 2.2.

(iii) Finally, we compute ∆J(µτ ):

∆J(µτ ) = 4∆J(eετeε)

(2.2)
= 4

∑
λ,ρ∈M̂

ω(λ, λ−1)ω−1(ρ, ρ−1)eλτeρ ⊗ eλ−1τeρ−1

= 4
∑
λ,ρ∈M̂

eλτeρ ⊗ eλτeρ
(
as λ = λ−1 and ω(λ, λ) = 1 ∀λ ∈ M̂

)
= ∆(4eετeε)

= ∆(µτ ).

Substituting eε = 1
4

∑
k,l a

kbl in µτ = 4eετeε we get the expression

µτ =
1

4

∑
k,l,r,s

akblτarbs.
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Using the previous computation, we arrive at:

∆J(µτ ) = ∆(µτ )

=
1

4

∑
k,l,r,s

akblτarbs ⊗ akblτarbs

=
1

4

∑
σ∈MτM

σ ⊗ σ.

�

Remark 3.2. The previous proof uses in an essential way the concrete form of the
cocycle ω. This was our reason for doing this choice. However, for our purposes, we
do not lose generality since cohomologous cocycles produce isomorphic Hopf algebras.
The following cocycle ω′ on M̂ has the advantage of being defined over Q, so the
fourth root of unity is dispensable:

ω′(ϕα1
1 ϕα2

2 , ϕβ11 ϕ
β2
2 ) = (−1)α1β2 , αi, βj ∈ {0, 1}.

Put L = K(ξ). Both cocycles are cohomologous over L: defining q : M̂ → L× by

ε 7→ 1, ϕ1 7→ 1, ϕ2 7→ 1, ϕ1ϕ2 7→ ξ,

we have ω = ω′∂(q). Let J ′ be the twist for KA5 arising from ω′. Then, (LA5)J
and (LA5)J ′ are isomorphic. Now, if X is a Hopf order of (KA5)J ′ over OK , then
X ⊗OK

OL is a Hopf order of (LA5)J over OL.

We are now in a position to formulate and prove our first main result:

Theorem 3.3. Let K be a number field containing a primitive 4th root of unity. Let
R ⊂ K be a Dedekind domain such that OK ⊆ R. For n ≥ 5 consider the twist J for
KAn given in (3.1). If (KAn)J admits a Hopf order over R, then 1

2 ∈ R.
In consequence, (KAn)J does not admit a Hopf order over any number ring.

Proof. Since (KA5)J is a Hopf subalgebra of (KAn)J , it suffices to prove the state-
ment for (KA5)J in virtue of Proposition 1.1(iii). Let X be a Hopf order of (KA5)J
over R. The strategy of the proof consists in constructing ν ∈ X? and x ∈ X
such that ν(x) = 27

4 ; a number lying in (1
4OK)\OK . By definition of X?, we have

ν(x) ∈ R. Thus 27
4 ∈ R and from this it follows that 1

2 ∈ R. The elements ν and x
will be constructed from characters and cocharacters of (KA5)J .

Put τ = (12345). In Proposition 3.1(ii) we saw that µ := 4eετeε is a cocharacter
of (KA5)J . By Proposition 1.2, we have µ ∈ X. Then, ∆J(µ) ∈ X ⊗RX because X
is a Hopf order. We know from Proposition 3.1(iii) that

∆J(µ) =
1

4

∑
σ∈MτM

σ ⊗ σ. (3.2)

A direct calculation shows that
MτM =

{
(12345), (14325), (15)(24), (135), (14532), (12534), (153), (24)(35),

(13)(45), (254), (15432), (12354), (245), (13)(25), (15234), (14352)
}
.

(3.3)
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We next work with several characters of (KA5)J . The twist operation does not
alter the algebra structure of the Hopf algebra, so the characters of (KA5)J are those
of KA5. Recall from [20, Section 18.6, p. 156] the character table of A5:

id (12)(34) (123) (12345) (13524)
χ1 1 1 1 1 1

χ2 3 −1 0 1+
√

5
2

1−
√

5
2

χ3 3 −1 0 1−
√

5
2

1+
√

5
2

χ4 4 0 1 −1 −1
χ5 5 1 −1 0 0

The conjugacy class of (12)(34) contains all double transpositions of A5. All 3-cycles
belong to the conjugacy class of (123).

Consider the character
χ = χ1 + χ4 + 2χ5.

Proposition 1.2 yields χ ∈ X?. Observe that χ gives 3 when evaluated at any double
transposition and χ vanishes at the conjugacy classes of either (123), (12345) or
(13524). By construction, the following element y belongs to X:

y := (χ⊗R IdX)∆J(µ)

(3.2)
=

1

4

∑
σ∈MτM

χ(σ)σ

(3.3)
=

3

4

(
(15)(24) + (24)(35) + (13)(45) + (13)(25)

)
.

Since X is a Hopf order, y2 belongs to X as well. A computation gives:

y2 =
9

16

(
4 · id+ (15243) + (13425) + (15423) + (13245) + (135) + (153)

+ (452) + (425) + (14253) + (13524) + (12453) + (13542)
)
.

Finally, applying χ4 to y2 we get the desired value,

χ4(y2) =
9

16

(
4 · 4 + 4 · 1 + 8 · (−1)

)
=

27

4
;

which resides in R as χ4 ∈ X?. �

Remark 3.4. In view of Proposition 1.1(iii), the thesis of Theorem 3.3 holds for
(KG)J , where G is any finite group containing A5. In particular, it holds for the
symmetric group Sn and for the projective special linear group PSL(2, 5r), with
r ≥ 1.

The same argument exhibited in the proof of [4, Corollary 2.4] establishes:

Corollary 3.5. For n ≥ 5 the complex semisimple Hopf algebra (CAn)J does not
admit a Hopf order over any number ring.

Remark 3.6. The proof of the non-existence of Hopf orders for (CAn)J is simpler
than for Bp,q(ζ), the first family for which we proved this property in [4, Theorem
2.3]. Here we use neither the character supported algebra, [4, Definition 1.5 and
Proposition 1.6], nor the preservation of Hopf orders under surjective Hopf algebra
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maps. Compare also the computations here with those in the intricate proof of [4,
Proposition 2.1], which is the support of the main result.

4. Twisting of the symmetric group

In this section we study the existence of Hopf orders for a twist of the symmetric
group that was introduced by Bichon in [2] and further discussed by Galindo and
Natale in [10, Section 3].

Take n ∈ N even such that n ≥ 2. For 1 ≤ i ≤ n let ti denote the transposition
(2i−1 2i) in S2n. Consider the abelian subgroupM of S2n generated by the elements
ti for 1 ≤ i ≤ n. It is isomorphic to Zn2 . The character group M̂ is generated by ϕi,
for 1 ≤ i ≤ n, given by ϕi(tj) = (−1)δij .

The bicharacter ω : M̂ × M̂ → K× defined as

ω(ϕi, ϕj) =

{−1 if i < j,

1 if i ≥ j,

is a 2-cocycle on M̂ . The general formula for ω is

ω(ϕα1
1 . . . ϕαn

n , ϕβ11 . . . ϕβnn ) = (−1)
∑

i<j αiβj , αi, βj ∈ {0, 1}.
For (α1, . . . , αn) ∈ {0, 1}n, consider the idempotent of KM given by

e(α1,...,αn) =
1

|M |
∑
m∈M

〈ϕα1
1 . . . ϕαn

n ,m〉m.

Take the twist
J =

∑
φ,ψ∈M̂

ω(φ, ψ)eφ ⊗ eψ (4.4)

for KM afforded by ω.
The analysis of the existence of Hopf orders for (KS2n)J needs to distinguish two

cases: n = 2 and n > 2. For n = 2 a Hopf order exists. We address this case first.
We will use several arguments that will appear in the general case too, although they
take a simpler form here.

4.1. The case n = 2. The subgroup M of S4 is now generated by t1 = (12) and
t2 = (34). The cocycle ω on M̂ is given by the following table:

ε ϕ1 ϕ2 ϕ1ϕ2

ε 1 1 1 1
ϕ1 1 1 −1 −1
ϕ2 1 1 1 1
ϕ1ϕ2 1 1 −1 −1

(4.5)

The orthogonal idempotents providing the Wedderburn decomposition ofKM are:

e(0,0) =
1

4
(id+ t1 + t2 + t1t2), e(1,0) =

1

4
(id− t1 + t2 − t1t2),

e(0,1) =
1

4
(id+ t1 − t2 − t1t2), e(1,1) =

1

4
(id− t1 − t2 + t1t2).

(4.6)
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One can easily check that J reads as:

J =
1

2

(
id+ (12)

)
⊗ id+

1

2

(
id− (12)

)
⊗ (34). (4.7)

Our aim in this part is to prove the following result:

Proposition 4.1. Let K be a number field containing a primitive 4th root of unity
ξ. The Hopf algebra (KS4)J admits a Hopf order over OK . Moreover, it is unique.

Proof. We first deal with the existence. Let F denote the subgroup of S4 generated
by (12)(34) and (13)(24). Consider the following idempotents in KF :

x =
1

2

(
id− (12)(34)

)
and y =

1

2

(
id− (13)(24)

)
.

Observe that x ∈ KF ∩ KM and y /∈ KM . Let X be the OK-submodule of KS4

generated by the set

{xyσ, (id− x)yσ, x(id− y)σ, (id− x)(id− y)σ : σ ∈ S3}. (4.8)

We check that X is a Hopf order of KS4 over OK . Notice that X is an order of KS4

as the generating set is a basis. It contains id and is closed under the product. For
the latter, bear in mind that x and y are idempotents and that conjugation by σ
permutes the elements xy, (id− x)y, x(id− y), and (id− x)(id− y). To see that X
is closed under the coproduct, use that σ is a group-like element and the formulas:

∆(x) = id⊗ x+ x⊗ (12)(34) and ∆(y) = id⊗ y + y ⊗ (13)(24).

That ε(X) ⊆ OK and S(X) ⊆ X are clear.
Next, we will obtain a Hopf order of (KS4)J from X. If J would belong to

X⊗OK
X, we could construct the twisted Hopf order XJ in virtue of Proposition 2.4

(notice that J = J−1). However, this is not true, as Remark 4.2 shows. Nevertheless,
that condition can be achieved for a cohomologous twist. We replace the cocycle ω
by a cohomologous one, κ, which is given by the following table:

ε ϕ1 ϕ2 ϕ1ϕ2

ε 1 1 1 1
ϕ1 1 −1 1 −1
ϕ2 1 −1 1 −1
ϕ1ϕ2 1 1 1 1

Define q : M̂ → K× by

ε 7→ 1, ϕ1 7→ ξ, ϕ2 7→ −1, ϕ1ϕ2 7→ ξ. (4.9)

Then, ω = κ∂(q). Let T be the twist for KM afforded by κ. There is v ∈ KM
invertible such that the map

f : (KS4)T → (KS4)J , h 7→ vhv−1,

is a Hopf algebra isomorphism. An easy computation reveals that:

T = (id− x)⊗ id+ x⊗ (12). (4.10)

Hence, T ∈ X ⊗OK
X. Since T = T−1, by Proposition 2.4, XT is a Hopf order of

(KS4)T , and so f(XT ) is a Hopf order of (KS4)J .
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We now tackle the uniqueness. We work in (KS4)T . Let Y be a Hopf order of
(KS4)T over OK . We will first show that X ⊆ Y . By manipulating characters and
cocharacters of (KS4)J we will derive that the generating set in (4.8) is included in
Y .

There are 3 double cosets of M in S4, with cardinalities 4, 4 and 16; namely:

M = {id, (12), (34), (12)(34)},
M(13)(24)M = {(13)(24), (14)(23), (1324), (1423)}

= M(13)(24),

M(123)M = {(123), (13), (1234), (134), (23), (132), (234), (1342),

(143), (14), (1432), (124), (24), (243), (142), (1243)} .

Set τ = (123). Observe that ω is non-degenerate and M ∩ (τMτ−1) = {id}. By
Proposition 2.2, K(MτM) is isomorphic to a matrix coalgebra of size 4 and the
irreducible cocharacter afforded by it is µ := 4eετeε. Write Y for the Hopf order
f(Y ) of (KS4)J . By Proposition 1.2, we have µ ∈ Y . Then, ∆J(µ) ∈ Y ⊗OK

Y . We
compute:

∆J(µ)
(2.2)
=

∑
i,j,k,l

ω(ϕi1ϕ
j
2, ϕ

i
1ϕ

j
2)

ω(ϕk1ϕ
l
2, ϕ

k
1ϕ

l
2)
e(i,j)τe(k,l) ⊗ e(i,j)τe(k,l)

(4.5)
= 4

∑
i,j,k,l

(−1)ij+kle(i,j)τe(k,l) ⊗ e(i,j)τe(k,l). (4.11)

Recall from [20, Section 5.8, p. 43] the character table of S4:

id (12) (12)(34) (123) (1234)
χ1 1 1 1 1 1
χ2 1 −1 1 1 −1
χ3 2 0 2 −1 0
χ4 3 1 −1 0 −1
χ5 3 −1 −1 0 1

(4.12)

We now calculate the element

r := (χ4 ⊗ IdKS4)∆J(µ),

which will belong to Y . First, we use that χ4 is a character in the following way:

χ4(e(α1,α2)τe(β1,β2)) = χ4(τe(β1,β2)e(α1,α2)) = χ4(τe(α1,α2))δα1,β1δα2,β2 .

Secondly, we observe that:

χ4(τ) = 0, χ4(τt1) = 1, χ4(τt2) = −1, and χ4(τt1t2) = 0.

Using the Formula 4.6, which express e(i,j) in terms of t1 and t2, we get:

χ4(τe(0,0)) = 0, χ4(τe(0,1)) =
1

2
, χ4(τe(1,0)) = −1

2
, and χ4(τe(1,1)) = 0.
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We compute r bearing this in mind. We have:

r
(4.11)

= 4
∑
i,j,k,l

(−1)ij+klχ4

(
e(i,j)τe(k,l)

)
e(i,j)τe(k,l)

= 2
(
e(0,1)τe(0,1) − e(1,0)τe(1,0)

)
.

(4.13)

We next write r as a linear combination of elements in S4. A calculation yields:

e(0,1)τe(0,1) =
1

16

(
(123) + (13)− (1234)− (134) + (23) + (132)− (234)− (1342)

−(1243)− (143) + (124) + (14)− (243)− (1432) + (24) + (142)
)
.

e(1,0)τe(1,0) =
1

16

(
(123)− (13) + (1234)− (134)− (23) + (132)− (234) + (1342)

+(1243)− (143) + (124)− (14)− (243) + (1432)− (24) + (142)
)
.

We finally obtain:

r =
1

4

(
(13)− (1234) + (23)− (1342)− (1243) + (14)− (1432) + (24)

)
.

With r in our hands, we compute r2 by a direct and tedious calculation (or with
the help of a computer). We get:

r2 =
1

2

(
id− (12)(34)

)
= x.

Thus, x and id− x belong to Y . Observe that f |M = IdM . So x and id− x belong
to Y . On the other hand, (12) is a group-like element of (KS4)T . Proposition 1.2
entails that (12) ∈ Y . The Formula 4.10 for T implies that T ∈ Y ⊗OK

Y . Since
T = T−1, the twisted order YT−1 is a Hopf order of KS4 by Proposition 2.4. Using
Proposition 1.2 once more, we have S3 ⊂ Y . Consequently, y = (23)x(23) belongs
to Y . This proves that X ⊆ Y .

Recall that F is the (normal) subgroup of S4 generated by (12)(34) and (13)(24).
For simplicity, we denote the idempotents of KF by εij , for i, j = 0, 1; where
(12)(34)εij = (−1)iεij and (13)(24)εij = (−1)jεij . Notice that

ε00 = (id− x)(id− y), ε10 = x(id− y), ε01 = (id− x)y, and ε11 = xy.

Then, εij lies in Y for all i, j as X ⊆ Y .
We next check that Y ⊆ X. Pick w ∈ Y . Since S4 = FS3, we can write w in

the form w =
∑

i,j εijaij with aij ∈ KS3. In turn, write aij =
∑

σ∈S3
λijσσ with

λijσ ∈ K. We will prove that λijσ ∈ OK and this will yield Y ⊆ X. Consider the
element ∆2(w) (coproduct in KS4). It is:

∆2(w) =
∑
i,j

∑
i1,i2,j1,j2

(εi1,j1 ⊗ εi2,j2 ⊗ εi1+i2+i, j1+j2+j)∆
2(aij).

Multiply it by ε01 ⊗ ε10 ⊗ ε11 from both sides. We get:

(ε01 ⊗ ε10 ⊗ ε11)∆2(w)(ε01 ⊗ ε10 ⊗ ε11) = (ε01 ⊗ ε10 ⊗ ε11)∆2(a00)(ε01 ⊗ ε10 ⊗ ε11)

=
∑
σ∈S3

λ00σε01σε01 ⊗ ε10σε10 ⊗ ε11σε11.
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Observe that the action of S3 by conjugation on {ε01, ε10, ε11} satisfies the following
property: if σ ∈ S3 fixes any two distinct elements, then σ = id. Taking into account
this and that these idempotents are orthogonal, we have:

(ε01 ⊗ ε10 ⊗ ε11)∆2(w)(ε01 ⊗ ε10 ⊗ ε11) = λ00id ε01 ⊗ ε10 ⊗ ε11.

The left-hand side term belongs to Y ⊗OK
Y ⊗OK

Y . So, the right-hand side term
satisfies a monic polynomial with coefficients in OK . Since ε01 ⊗ ε10 ⊗ ε11 is idem-
potent, it must hold that λ00id ∈ OK . Arguing as before with σ−1w we obtain that
λ00σ ∈ OK for all σ ∈ S3.

Finally, by multiplying ∆2(w) from both sides with other triples of idempotents we
get in a similar fashion that λijσ ∈ OK for all i, j, and σ. Concretely, use ε10⊗ε11⊗ε11

for a10; ε01 ⊗ ε11 ⊗ ε11 for a01; and ε01 ⊗ ε11 ⊗ ε01 for a11. �

Remark 4.2. The following argument shows that J /∈ X ⊗OK
X. Assume the

contrary. Since X is a Hopf order of KS4 over OK , Proposition 1.2 gives that
χ3 ∈ X? and S4 ⊂ X. Then, d := J

(
(123) ⊗ (134)

)
belongs to X ⊗OK

X and,
consequently, (χ3 ⊗ χ3)(d) lies in OK . We compute:

(χ3 ⊗ χ3)(d)
(4.7)
=

1

2
χ3

(
(123) + (23)

)
χ3

(
(134)

)
+

1

2
χ3

(
(123)− (23)

)
χ3

(
(14)

)
(4.12)

=
1

2
.

And this is a contradiction.

Remark 4.3. The root of unity ζ is not needed to construct the Hopf order XT of
(KS4)T , but only to claim that ω and κ are cohomologous (definition of q in (4.9));
that is, to claim that (KS4)J and (KS4)T are isomorphic. One could start with κ
instead of ω and all statements would hold without requiring the existence of ζ. We
used ω just to keep the definition of [10].

The Hopf order of (KS4)J can explicitly be described by carrying X through
the isomorphism f : (KS4)T → (KS4)J , h 7→ vhv−1. The only disadvantage is the
cumbersome form of the image of (123). In view of (4.9), we have:

v = e(0,0) + ξe(1,0) − e(0,1) + ξe(1,1) =
1

2

(
ξid− ξ(12) + (34) + (12)(34)

)
.

The unique Hopf order of (KS4)J over OK is the OK-subalgebra of (KS4)J generated
by the elements x, y, (12), and

1

4

(
(123)− (13) + ξ(1234) + ξ(134)− (23) + (132)− ξ(234)− ξ(1342)

−ξ(1243) + ξ(143) + (124) + (14)− ξ(243) + ξ(1432) + (24) + (142)
)
.

Remark 4.4. The following interpretation of the Hopf order X of KS4 and its
consequence was explained to us by the referee. Recall that F is the subgroup of S4

generated by (12)(34) and (13)(24). The idempotents x and y generate the unique
maximal order A of KF . This is the dual of the minimal Hopf order OK F̂ of KF̂ .
As F is the unique nontrivial normal subgroup of S4 that is a p-group, by [12,
Proposition 3.1 and Corollary 3.8] and [3, Corollary 17.4], X = A(OKS4) must be
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the maximal Hopf order of KS4. There are other (smaller) Hopf orders B in KS4,
for example OKS4. The uniqueness of XT in (KS4)T shows that none of them can
satisfy T ∈ B ⊗OK

B.

This concludes our discussion of the case n = 2. We next address the general case.

4.2. The case n ≥ 4. Our second main result is formulated as follows:

Theorem 4.5. Let K be a number field and R ⊂ K be a Dedekind domain such that
OK ⊆ R. For n ≥ 4 even, consider the twist J for KS2n given in (4.4). If (KS2n)J
admits a Hopf order over R, then 1

2 ∈ R.
As a consequence, (KS2n)J does not admit a Hopf order over any number ring.

Proof. Assume that X is a Hopf order of (KS2n)J over R. The proof is organized in
several steps and proceeds by various reductions:

Step 1. Reduction to the case n = 4. Decompose M as M = PQ, with P =
〈(12), . . . , (78)〉 and Q = 〈(9 10), . . . , (2n − 1 2n)〉. Consider the subgroup S8Q of
S2n. Since J is supported on M and M ⊂ S8Q, we can construct the twisted Hopf
algebra K(S8Q)J , which is a Hopf subalgebra of (KS2n)J . By Proposition 1.1(iii),
X ∩ (K(S8Q)J) is a Hopf order of K(S8Q)J over R.

The subgroup S8 commutes with Q and S8 ∩ Q = {id}. Identify S8Q with the
direct product group S8×Q. Projecting on the first factor induces a surjective Hopf
algebra map π : K(S8Q)J → (KS8)J̃ , where J̃ = (π ⊗ π)(J). Identify now M̂ with
P̂ × Q̂. For φ ∈ M̂ , the idempotent eφ ∈ KM equals eφ1eφ2 with φ1 ∈ P̂ and φ2 ∈ Q̂
such that φ = (φ1, φ2). Observe that π(eφ) = eφ1δε,φ2 . Then, J̃ is precisely the twist
J of S8 afforded by ω|

P̂×P̂ . In view of Proposition 1.1(iv), π(X ∩ (K(S8Q)J)) is a
Hopf order of (KS8)J over R.

We restrict our attention to (KS8)J . Set H = (KS8)J and suppose that X is now
a Hopf order of H over R.

Step 2. Finding several elements in X. In this step we will construct several
elements in X by manipulation of characters and cocharacters of H and applying
repeatedly Proposition 1.2.

Recall that M is generated by ti = (2i− 1 2i) with i = 1, 2, 3, 4. Decompose again
M as M = PQ, where this time P = 〈(12), (34)〉 and Q = 〈(56), (78)〉. Notice
that S4 commutes with Q and S4 ∩ Q = {id}. Consider the subgroup G = S4Q.
Since M ⊂ G, we can construct the twisted Hopf algebra (KG)J , which is a Hopf
subalgebra of H. Put A = (KG)J . By Proposition 1.1(iii), X ∩A is a Hopf order of
A over R. We now focus on A and the Hopf order X ∩A.

Take τ = (123). We will find a cocharacter of A arising from the subcoalgebra
K(MτM). Observe that M ∩ (τMτ−1) = 〈t3, t4〉. Consider the following subgroup
of M̂ × M̂ :

N =
{

(φ, ψ) ∈ M̂ × M̂ : ψ(m) = φ(τmτ−1) ∀m ∈M ∩ (τMτ−1)
}
.

We know that

|N | = |MτM | = |M |2

|M ∩ (τMτ−1)|
=

256

4
= 64.
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A direct computation shows that N is generated by the following six elements:

(ε, ϕ1), (ε, ϕ2), (ϕ1, ϕ1), (ϕ2, ϕ2), (ϕ3, ϕ3), and (ϕ4, ϕ4).

We saw in the proof of Proposition 2.1 that {eφτeψ}(φ,ψ)∈N is a basis of K(MτM)

and that K(MτM)∗ ' K(ω,ω−1)|N [N ]. Recall also from there that {u(φ,ψ)}(φ,ψ)∈N
denotes the dual basis of the previous one. Since N is abelian, the center of
K(ω,ω−1)|N [N ] is spanned by the elements u(φ,ψ) such that

ω(φ, φ′)

ω(ψ,ψ′)
=
ω(φ′, φ)

ω(ψ′, ψ)
, ∀(φ′, ψ′) ∈ N.

The set of pairs obeying this condition is:

Z := {(ε, ε), (ϕ1ϕ2ϕ3, ϕ1ϕ2ϕ3), (ϕ3ϕ4, ϕ3ϕ4), (ϕ1ϕ2ϕ4, ϕ1ϕ2ϕ4)}.

Thus, the center is generated, as an algebra, by u(ϕ1ϕ2ϕ3,ϕ1ϕ2ϕ3) and u(ϕ3ϕ4,ϕ3ϕ4). It
has dimension 4. All irreducible representations of K(ω,ω−1)|N [N ] are of dimension
4. Consider the primitive central idempotent

c =
1

4

(
u(ε,ε) + u(ϕ1ϕ2ϕ3,ϕ1ϕ2ϕ3) + u(ϕ3ϕ4,ϕ3ϕ4) + u(ϕ1ϕ2ϕ4,ϕ1ϕ2ϕ4)

)
and the representation V = K(ω,ω−1)|N [N ]c. We know that V is the direct sum of
four copies of an irreducible representation. We next compute the corresponding
irreducible character. Choose Γ ⊂ N such that {u(φ,ψ)c : (φ, ψ) ∈ Γ} is a basis of
V . Take γ ∈ Γ and ν ∈ N . If ν ∈ Z, then uνuγc = uγuνc = uγc. If ν /∈ Z, then
uνuγc 6= βuγc for every β ∈ K. Hence, the character of K(ω,ω−1)|N [N ] associated
to V maps uν to 16 if ν ∈ Z and to 0 otherwise. The irreducible character Θ of
K(ω,ω−1)|N [N ] afforded by V must be:

Θ(uν) =

{
4 if ν ∈ Z,
0 if ν /∈ Z.

By dualizing, we get the following irreducible cocharacter of K(MτM):

Ψ = 4
(
e(0,0,0,0)τe(0,0,0,0) + e(1,1,1,0)τe(1,1,1,0) + e(0,0,1,1)τe(0,0,1,1) + e(1,1,0,1)τe(1,1,0,1)

)
.

Identify A with KS4 ⊗KQ as algebras. Consider the character θ = χ4 ⊗ εQ on
A, where χ4 is the character of S4 given in Table 4.12 and εQ is the trivial character
on Q. We next calculate the element

x := (IdA ⊗ θ)∆J(Ψ).

We first compute ∆J(Ψ):

∆J(Ψ)
(2.2)
= 4

( ∑
α1,α2,α3,α4
β1,β2,β3,β4

ω((α1, α2, α3, α4), (α1, α2, α3, α4))

ω((β1, β2, β3, β4), (β1, β2, β3, β4))

e(α1,α2,α3,α4)τe(β1,β2,β3,β4) ⊗ e(α1,α2,α3,α4)τe(β1,β2,β3,β4)
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+
∑

α1,α2,α3,α4
β1,β2,β3,β4

ω((α1, α2, α3, α4), (α1 + 1, α2 + 1, α3 + 1, α4))

ω((β1, β2, β3, β4), (β1 + 1, β2 + 1, β3 + 1, β4))

e(α1,α2,α3,α4)τe(β1,β2,β3,β4) ⊗ e(α1+1,α2+1,α3+1,α4)τe(β1+1,β2+1,β3+1,β4)

+
∑

α1,α2,α3,α4
β1,β2,β3,β4

ω((α1, α2, α3, α4), (α1, α2, α3 + 1, α4 + 1))

ω((β1, β2, β3, β4), (β1, β2, β3 + 1, β4 + 1))

e(α1,α2,α3,α4)τe(β1,β2,β3,β4) ⊗ e(α1,α2,α3+1,α4+1)τe(β1,β2,β3+1,β4+1)

+
∑

α1,α2,α3,α4
β1,β2,β3,β4

ω((α1, α2, α3, α4), (α1 + 1, α2 + 1, α3, α4 + 1))

ω((β1, β2, β3, β4), (β1 + 1, β2 + 1, β3, β4 + 1))

e(α1,α2,α3,α4)τe(β1,β2,β3,β4) ⊗ e(α1+1,α2+1,α3,α4+1)τe(β1+1,β2+1,β3,β4+1)

)
.

Under the identification of M̂ with P̂ × Q̂, every idempotent eφ ∈ KM can be
written in a unique way as eφ1eφ2 with φ1 ∈ P̂ and φ2 ∈ Q̂ such that φ = (φ1, φ2).
Then (IdKS4 ⊗ εQ)(eφ) = eφ1δε,φ2 . In our notation with tuples this reads as:(

IdKS4 ⊗ εQ
)(
e(α1,α2,α3,α4)

)
= e(α1,α2)δ0,α3δ0,α4 .

We apply IdA ⊗ IdKS4 ⊗ εQ to the previous computation of ∆J(Ψ) and regard the
resulting element in A⊗KS4:

(IdA ⊗ IdKS4 ⊗ εQ)∆J(Ψ)

= 4

( ∑
α1,α2,β1,β2

ω((α1, α2, 0, 0), (α1, α2, 0, 0))

ω((β1, β2, 0, 0), (β1, β2, 0, 0))

e(α1,α2,0,0)τe(β1,β2,0,0) ⊗ e(α1,α2)τe(β1,β2)

+
∑

α1,α2,β1,β2

ω((α1, α2, 1, 0), (α1 + 1, α2 + 1, 0, 0))

ω((β1, β2, 1, 0), (β1 + 1, β2 + 1, 0, 0))

e(α1,α2,1,0)τe(β1,β2,1,0) ⊗ e(α1+1,α2+1)τe(β1+1,β2+1)

+
∑

α1,α2,β1,β2

ω((α1, α2, 1, 1), (α1, α2, 0, 0))

ω((β1, β2, 1, 1), (β1, β2, 0, 0))

e(α1,α2,1,1)τe(β1,β2,1,1) ⊗ e(α1,α2)τe(β1,β2)

+
∑

α1,α2,β1,β2

ω((α1, α2, 0, 1), (α1 + 1, α2 + 1, 0, 0))

ω((β1, β2, 0, 1), (β1 + 1, β2 + 1, 0, 0))

e(α1,α2,0,1)τe(β1,β2,0,1) ⊗ e(α1+1,α2+1)τe(β1+1,β2+1)

)
.

The following argument is similar to that exhibited in the uniqueness part of the
proof of Proposition 4.1 (just after Table 4.12). We next evaluate IdA ⊗ χ4 at this
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element. Since χ4 is a character, we have:

χ4(e(α1,α2)τe(β1,β2)) = χ4(τe(β1,β2)e(α1,α2)) = χ4(τe(α1,α2))δα1,β1δα2,β2 .

We also have:

χ4(τ) = 0, χ4(τt1) = 1, χ4(τt2) = −1, and χ4(τt1t2) = 0.

This implies that

χ4(τe(0,0)) = 0, χ4(τe(0,1)) =
1

2
, χ4(τe(1,0)) = −1

2
, and χ4(τe(1,1)) = 0.

Bearing all this in mind, we compute and obtain:

x = (IdA ⊗ θ)∆J(Ψ)

= 2
(
e(0,1,0,0)τe(0,1,0,0) − e(1,0,0,0)τe(1,0,0,0)

+e(1,0,1,0)τe(1,0,1,0) − e(0,1,1,0)τe(0,1,1,0)

+e(0,1,1,1)τe(0,1,1,1) − e(1,0,1,1)τe(1,0,1,1)

+e(1,0,0,1)τe(1,0,0,1) − e(0,1,0,1)τe(0,1,0,1)

)
.

Under the identification of A with KS4 ⊗KQ, in the latter this element is:

x = 2
(
(e(0,1)τe(0,1) − e(1,0)τe(1,0))⊗ e(0,0)

+(e(1,0)τe(1,0) − e(0,1)τe(0,1))⊗ e(1,0)

+(e(0,1)τe(0,1) − e(1,0)τe(1,0))⊗ e(1,1)

+(e(1,0)τe(1,0) − e(0,1)τe(0,1))⊗ e(0,1)

)
= 2
(
e(0,1)τe(0,1) − e(1,0)τe(1,0)

)
⊗
(
e(0,0) − e(1,0) − e(0,1) + e(1,1)

)
.

The idempotents e(i,j)’s in the first tensorand are in K〈t1, t2〉 whereas the ones in
the second tensorand are in K〈t3, t4〉. Notice that the element in the left-hand side
tensorand is just the element r of Equation 4.13. The computation done there gives:

x =
1

4

(
(13)− (1234) + (23)− (1342)− (1243) + (14)− (1432) + (24)

)
⊗ (56)(78).

Using also the computation of r2 there, we obtain the square of x:

x2 =
1

2

(
id− (12)(34)

)
⊗ id.

This element, regarded as an element of A is:

x2 =
1

2

(
id− (12)(34)

)
. (4.14)

By construction, x = (IdA⊗θ)∆J(Ψ). Since θ and Ψ are a character and cocharacter
of A respectively, and X ∩A is a Hopf order of A, Proposition 1.2 yields x ∈ X ∩A.
Hence x2 ∈ X.

We repeat this argument but viewing now S4 inside S8 as permutations of {3, 4, 5, 6}.
Concretely, we reassign as follows: 1 7→ 3; 2 7→ 4; 3 7→ 5; 4 7→ 6; 5 7→ 1; 6 7→ 2; and 7
and 8 remain unchanged. Then, we obtain that

1

2

(
id− (34)(56)

)
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belongs to X. Analogously,
1

2

(
id− (56)(78)

)
belongs to X as well. Subtracting each of them to id we get three similar elements
in which the minus sign is replaced by the plus one. These elements belong to X
too.

All idempotents e(α1,α2,α3,α4) +e(α1+1,α2+1,α3+1,α4+1) lie in X because they can be
obtained from the previous elements as follows:
e(α1,α2,α3,α4) + e(α1+1,α2+1,α3+1,α4+1)

=
1

2

(
id+ (−1)α1+α2t1t2

)1

2

(
id+ (−1)α2+α3t2t3

)1

2

(
id+ (−1)α3+α4t3t4

)
.

Step 3. Replacing the twist. Consider the following 2-cocycle κ on M̂ :

κ(ϕα1
1 . . . ϕα4

4 , ϕβ11 . . . ϕβ44 ) = (−1)α1β3+α3β1ω(ϕα1
1 . . . ϕα4

4 , ϕβ11 . . . ϕβ44 ).

Observe that ω and κ are cohomologous: defining q : M̂ → K× as

q(ϕα1
1 . . . ϕα4

4 ) = (−1)α1α3 ,

we have κ = ω∂(q).
Let T be the twist for KM afforded by κ. We have a Hopf algebra isomorphism

f : (KS8)J → (KS8)T . We next express T in the basis {(m, eφ)}
m∈M,φ∈M̂ of

KM ⊗KM . We first write it as follows:

T =
∑

φ,ψ∈M̂

κ(φ, ψ)eφ ⊗ eψ =
∑
ψ∈M̂

( ∑
φ∈M̂

κ(φ, ψ)eφ

)
⊗ eψ =

∑
ψ∈M̂

`(ψ)⊗ eψ,

where
`(ψ) =

∑
φ∈M̂

κ(φ, ψ)eφ.

Evaluate η ∈ M̂ at `(ψ):

η(`(ψ)) =
∑
φ∈M̂

κ(φ, ψ)η(eφ) = κ
( ∑
φ∈M̂

φη(eφ), ψ
)

= κ(η, ψ).

In the second equality we have set κ as well for the bilinear extension of κ to
KM̂ × KM̂ . Identify the character group of M̂ with M . Thus we get a map
` : M̂ → M . Using that κ is a bicharacter and {eφ}φ∈M̂ a set of orthogonal idem-
potents, it follows that ` is indeed a group morphism. A direct computation shows
that:

`(ϕ1) = t3, `(ϕ2) = t1, `(ϕ3) = t2, and `(ϕ4) = t1t2t3.

Then:

T = id⊗
(
e(0,0,0,0) + e(1,1,1,1)

)
+ t1 ⊗

(
e(0,1,0,0) + e(1,0,1,1)

)
+ t2 ⊗

(
e(0,0,1,0) + e(1,1,0,1)

)
+ t3 ⊗

(
e(0,1,1,1) + e(1,0,0,0)

)
+ t1t2 ⊗

(
e(0,1,1,0) + e(1,0,0,1)

)
+ t1t3 ⊗

(
e(0,0,1,1) + e(1,1,0,0)

)
+ t2t3 ⊗

(
e(0,1,0,1) + e(1,0,1,0)

)
+ t1t2t3 ⊗

(
e(0,0,0,1) + e(1,1,1,0)

)
.
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Now, f(X) is a Hopf order of (KS8)T . Since f |KM is the identity, the idempotents

e(α1,α2,α3,α4) + e(α1+1,α2+1,α3+1,α4+1)

belong to f(X). The transpositions t1, t2, and t3 are group-like elements of (KS8)T .
They are in f(X) as well thanks to Proposition 1.2. Hence, T ∈ f(X)⊗Rf(X). Since
T = T−1, the twisted order f(X)T−1 is a Hopf order of KS8 in virtue of Proposition
2.4. Set Y = f(X)T−1 . Again by Proposition 1.2, S8 is contained in Y . We showed
in (4.14) that

1

2

(
id− (12)(34)

)
belongs to X ∩KM , and hence to Y . Thus, the element

1

2

(
id− (12)(34)

)
+ (12)(34)(45)

(1

2

(
id− (12)(34)

))
(45) =

1

2

(
id− (354)

)
belongs to Y . Let σ = (143)(52). By the same reasons,

y := σ
(1

2

(
id− (354)

))
σ−1 =

1

2

(
id− (123)

)
belongs to Y , and consequently, to Y ∩ (KS4). The latter is a Hopf order of KS4

in light of Proposition 1.1(iii). Applying the character χ4 of Table 4.12 and using
Proposition 1.2 for the last time we get:

χ4(y) =
3

2
∈ R;

which implies 1
2 ∈ R. �

Similarly to the proof of [4, Corollary 2.4] one can show:

Corollary 4.6. For n ≥ 4 even the complex semisimple Hopf algebra (CS2n)J does
not admit a Hopf order over any number ring.

5. Concluding remarks

Nikshych showed in [17, Corollary 4.3] that if G is a finite simple group, then
(CG)Ω is a simple Hopf algebra for any twist Ω. Therefore, (CAn)J is simple for
n ≥ 5. These were the first non-trivial examples of simple and semisimple Hopf
algebras. On the other hand, Galindo and Natale proved in [10, Theorem 3.7 and
Remark 3.8] that (CS2n)J is simple for n ≥ 4 even and not simple for n = 2. Our
results here and in [4] suggest the following questions:

Question 5.1. Let G be a finite group and Ω a non-trivial twist for CG, arising from
an abelian subgroup, such that (CG)Ω is simple. Can (CG)Ω admit a Hopf order over
a number ring?

More generally:

Question 5.2. Let H be a non-trivial simple and semisimple Hopf algebra over C.
Can H admit a Hopf order over a number ring?
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Group algebras and their duals admit Hopf orders over number rings. Our results
show that the twisting operation does not preserve the existence of such orders.
Another class of Hopf algebras constructed from these two examples is that of lower-
semisolvable Hopf algebras, defined by Montgomery and Witherspoon in [15]. Let
H be a Hopf algebra over C. Recall that a lower normal series for H is a series of
proper Hopf subalgebras

C = Hr+1 ⊂ Hr ⊂ . . . ⊂ H2 ⊂ H1 = H,

where Hi+1 is normal in Hi for each i. It is said that H is lower-semisolvable if
there is a lower normal series for H in which each factor Hi/HiH

+
i+1 is either a

group algebra or the dual of a group algebra. It is natural to ask if the property of
admitting a Hopf order over a number ring is inherited from the factors.

Question 5.3. Let H be a semisimple Hopf algebra over C that is lower-semisolvable.
Does H admit a Hopf order over a number ring?

Each term Hi is an extension of Hi+1 and Hi/HiH
+
i+1. We can ask more generally:

Question 5.4. Let C→ A→ H → B → C be a short exact sequence of semisimple
Hopf algebras. Suppose that A and B admit Hopf orders over number rings. Does H
admit a Hopf order as well?
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