
 1 

Two’s company, three’s a crowd: Object individuation and 1 

recognition rely on common mechanisms 2 

Ramakrishna Chakravarthia, 1 and Amy Herberta 3 

a. School of Psychology, University of Aberdeen, Kings College, Aberdeen, AB24 3FX UK 4 

1. Corresponding author: rama@abdn.ac.uk 5 

  6 

mailto:rama@abdn.ac.uk


 2 

Highlights 1 

• The relationship between object individuation and identification was tested 2 

• Crowding (an identification process) impaired subitizing (an individuation process) 3 

• Individuation is necessary for recognition, and is impaired in crowding 4 

• Crowding and individuation share a common bottleneck: likely selective attention 5 
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Abstract 1 

Object recognition is essential for navigating the real world. Despite decades of research on 2 

this topic, the processing steps necessary for recognition remain unclear. In this study, we 3 

examined the necessity and role of individuation, the ability to select a small number of 4 

spatially distinct objects irrespective of their identity, in the recognition process. More 5 

specifically, we tested if the ability to rapidly individuate and enumerate a small number of 6 

objects (subitizing) can be impaired by crowding. Crowding is flanker-induced interference 7 

that specifically impedes the recognition process. We found that subitizing is impaired when 8 

objects are close to each other (Experiment 1), and if the target objects are surrounded by 9 

irrelevant but perceptually similar flankers (Experiments 2-4). This impairment cannot be 10 

attributed to confusion between targets and flankers, wherein flankers are inadvertently 11 

included in or targets are excluded from enumeration (Experiments 3-4). Importantly, the 12 

flanker induced interference was comparable in both subitizing and crowding tasks 13 

(Experiment 4), suggesting that individuation and identification share a common processing 14 

pathway. We conclude that individuation is an essential stage in the object recognition 15 

pipeline and argue for a cohesive proposal that both crowding and subitizing are due to 16 

limitations of selective attention. 17 
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1. Introduction1 1 

Recognising objects is a central function of the visual system. Over the last several decades, 2 

there has been extensive research on the mechanisms underlying object recognition 3 

(Biederman, 1987; DiCarlo, Zoccolan, & Rust, 2012; Marr, 1982; Ullman, 1996, 2007). 4 

Distilling and simplifying a substantial amount of this research, we might surmise that 5 

certain processing stages, such as feature detection, segmentation or individuation, and 6 

feature integration, are crucial for recognising objects. Nevertheless, there is no consensus 7 

regarding the necessity of these stages and their sequence in the object recognition 8 

pipeline. In a step towards a better understanding of the process, in this study we will 9 

examine the role of individuation in the object processing stream. 10 

Spatial individuation, or selecting an object based on its location, irrespective of its identity, 11 

(see Mazza & Caramazza, 2015 for a review) has been argued to be an important step in 12 

object recognition (Trick & Pylyshyn, 1994; Xu & Chun, 2009). In addition, this ability forms 13 

one of the bases of numerical cognition (Gallistel & Gelman, 1992, 2000). It appears to be a 14 

necessary step for non-symbolically representing numbers and in apprehending numerosity 15 

(Piazza & Eger, 2016). Individuation and numerosity are thought to be primarily processed in 16 

the parietal cortex (Nieder, 2005; Xu & Chun, 2009). On the other hand, recognition is often 17 

considered to be computed in the lateral occipital and inferior temporal cortices (e.g., 18 

DiCarlo et al., 2012; Grill-Spector & Sayres, 2008; Tsao & Livingstone, 2008). This apparent 19 

discrepancy brings into sharp focus the debate about the role of individuation in 20 

recognition. Indeed, enumeration, individuation and recognition have rarely been examined 21 

together. Separate studies on these disparate capacities have led to roughly comparable yet 22 

differing conclusions about the steps required for recognising objects and their precise 23 

sequence. 24 

1.1. Processing pipeline for object recognition 25 

1.1.1. Individuation studies 26 

Individuation is often assessed using tasks such as multiple object tracking and subitizing 27 

(Trick & Pylyshyn, 1994). These tasks often eschew the requirement to identify object(s) but 28 

require participants to track the positions of identical objects or to enumerate them. This 29 

                                                           
1 Data collected in this study are available at: http://dx.doi.org/10.20392/165cee3b-5d4b-4945-829e-

cf07ee222ac0 

http://dx.doi.org/10.20392/165cee3b-5d4b-4945-829e-cf07ee222ac0
http://dx.doi.org/10.20392/165cee3b-5d4b-4945-829e-cf07ee222ac0
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approach is expected to isolate processes specific to individuation. Such studies have 1 

demonstrated that humans can individuate about 3-4 objects at a time. Findings from these 2 

studies (e.g., Trick & Pylyshyn, 1994; Xu & Chun, 2009) have been taken to advocate for a 3 

sequence of stages in the object recognition process. First, object features are 4 

independently registered by the visual system and in parallel. These features are then 5 

segmented by grouping and figure-ground segregation processes. This is the individuation 6 

stage, where the objects are indexed or tagged by the visual system and their features are 7 

clustered together, but their identities are still unknown. There is an ongoing debate 8 

regarding whether attention is required for the operation of this stage (Mazza & Caramazza, 9 

2015; Trick & Pylyshyn, 1994; Vetter, Butterworth, & Bahrami, 2008). Nevertheless, it is 10 

generally agreed that up to four objects can be individuated at any one time. These 11 

individuated objects are then selected for further processing by attention where their 12 

features are integrated. This integrated representation is subsequently recognised. 13 

According to this line of reasoning, individuation is an integral part of the recognition 14 

process and has limited resources. These steps are illustrated in Fig 1. 15 

A specific example of an object recognition pipeline that includes individuation is Xu and 16 

Chun’s (2009) ‘Neural Object-File Theory’, according to which, at the individuation stage, up 17 

to four objects can be selected at once by attention, regardless of their complexity. These 18 

objects are coarsely represented with the features in an unbound state. The limitation of 19 

this stage restricts the range of efficiently enumerable objects to four, an ability known as 20 

subitizing (Jevons, 1897; Kaufman, Lord, Reese, & Volkmann, 1949).The features of these 21 

individuated objects are then bound together into a coherent representation at the 22 

integration stage; such objects are represented with high fidelity. These representations are 23 

processed by downstream regions (e.g., temporal cortex) to determine their identity.  24 

1.1.2. Visual crowding studies 25 

A successful approach to studying object recognition has been to examine conditions where 26 

it fails. One such situation is visual crowding, where recognition of an object is impaired 27 

when it is surrounded by similar clutter (Bouma, 1970; Levi, 2008; Pelli & Tillman, 2007). It 28 

has been shown that crowding does not impair object detection, but only affects 29 

identification (Levi, Hariharan, & Klein, 2002; Pelli, Palomares, & Majaj, 2004). Further, a 30 

crowded and hence unidentifiable grating can yet lead to orientation (He, Cavanagh, & 31 
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Intriligator, 1996) and motion (Whitney, 2005) aftereffects. That is, crowding selectively 1 

affects feature binding and identification without altering prior processes. These findings 2 

have been taken to suggest that crowding is a mid-level processing failure (Chakravarthi & 3 

Cavanagh, 2009; Shin, Chung, & Tjan, 2017). 4 

 5 

Figure 1: Processing pipeline for object recognition according to various theories of crowding. 6 

A. The attentional hypothesis. The flowchart (in green) depicts the processing pipeline for object 7 

recognition. The ‘events’ in the grey strip above the flowchart illustrate the stages in the pipeline. First, 8 

the features of an object are detected independently and in parallel. Next, these registered features 9 

are individuated and indexed by attention. At this stage, the features are segmented and clustered but 10 

remain unbound. The output of this stage might be sufficient for the enumeration task (thick dashed 11 

green arrow). Features are then bound together at the feature integration stage. The bound 12 

representation is then used by downstream processes such as recognition and enumeration. When a 13 
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single object is present, this process occurs smoothly without interference. If multiple objects are 1 

close to each other, then their individuation is impaired leading to crowding (He et al., 1996; Intriligator 2 

& Cavanagh, 2001). According to this hypothesis, surrounding flankers should affect individuation and 3 

hence subitizing. B. The pooling hypothesis, on the other hand, does not explicitly require an 4 

individuation stage, although it can potentially be included, in principle (faded parts of the pathway). 5 

Here, the detected features are integrated at the second stage of integration. Crowding occurs due to 6 

inappropriate pooling at this stage. The output of feature integration is then used for recognition and 7 

enumeration. However, this hypothesis does not exclude the possibility that the enumeration (and 8 

hence the individuation step) pathway is distinct from the recognition pathway. In either case, this 9 

hypothesis predicts that subitizing is not impaired by crowding (see section 1.1.3.2. for details). C. 10 

The flanker substitution hypothesis is similar to the pooling hypothesis, except that crowding occurs 11 

after feature integration, by the swapping of intact targets and flankers. It does not affect subitizing. 12 

There are many accounts of crowding. A commonly held ‘pooling’ view is that it is the 13 

consequence of inappropriate integration of features that belong to distinct but closely 14 

spaced objects (Levi, 2008; Pelli et al., 2004). This inappropriate integration can take the 15 

form of averaging of features (Greenwood, Bex, & Dakin, 2009; Parkes, Lund, Angelucci, 16 

Solomon, & Morgan, 2001). It has also been posited that features can migrate or be 17 

swapped between objects (Nandy & Tjan, 2007). A second ’flanker substitution’ account 18 

posits that crowding occurs due to the loss of position information and hence observers 19 

mistakenly report one of the flanking objects (Ester, Klee, & Awh, 2014; Ester, Zilber, & 20 

Serences, 2015; Strasburger & Malania, 2013). In either case, the findings have been argued 21 

to support a simple two stage model of object recognition (Fig 1B-C). The first step is 22 

independent and parallel detection of object features across the visual field. The second 23 

step involves the integration of these features into representations that are recognised by 24 

downstream processes. If two or more objects are close to each other, then a) their features 25 

are ‘pooled’, averaged, or swapped, or b) their features are appropriately integrated, but 26 

during the post-integration stage their position information is lost and whole objects are 27 

swapped, leading to crowding. Hence crowding is a failure at the stage of feature 28 

integration or later. Note that this simple model does not explicitly include object 29 

individuation as a processing stage. 30 

A third, ‘attentional’ account of crowding argues that crowding is due to the limitation of 31 

attentional resolution (He et al., 1996; Intriligator & Cavanagh, 2001). That is, when multiple 32 

objects are close to each other, selective attention cannot isolate and select a single object. 33 
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It therefore inadvertently selects multiple objects resulting in an inability to resolve and 1 

identify the target object. According to this proposal, once features are detected, there is a 2 

step of individuation, where clusters of features are selected by attention, which is then 3 

followed by feature integration. Crowding, here, is a failure at the stage of individuation. 4 

Intriligator and Cavanagh (2001) tested this proposal in a study on attentional resolution, 5 

where they presented participants with uniformly spaced discs in the periphery and asked 6 

them to start at one randomly selected disc and then mentally ‘step’ across them one at a 7 

time according to verbal instructions (e.g., left or right). Crucially, this task does not require 8 

participants to identify the objects but to individuate them. They found that the more 9 

densely packed the discs were, the more difficult the participants found to step across discs 10 

as instructed. The minimal inter-disc spacing at which impairment in performance was no 11 

longer observed matched the distance estimated for unimpaired identification in standard 12 

crowding tasks, where participants are asked to identify a flanked target. The authors 13 

therefore concluded that attentional selection and hence individuation is impaired when 14 

objects are too closely spaced. They argued that this underlies the failure of identification in 15 

crowding. Note that while the findings from the Intriligator and Cavanagh (2001) study show 16 

that the spatial constraints on individuation are comparable to those observed in crowding, 17 

they do not directly test whether crowding occurs at the stage of individuation. That 18 

conclusion is inferred from the similarity of findings across the two tasks. A direct test of 19 

crowding would include determining if irrelevant flankers impair individuation, just as they 20 

would identification. A further stringent test would be to determine if this impairment is the 21 

same for both individuation and identification tasks performed on the same stimulus. 22 

One might therefore surmise that individuation is an essential stage in the object 23 

recognition process. Nevertheless, current computational models of crowding (e.g., Harrison 24 

& Bex, 2015; Keshvari & Rosenholtz, 2016; van den Berg, Roerdink, & Cornelissen, 2010) do 25 

not incorporate a stage of object individuation before their features are pooled. This might 26 

be one reason why such models have difficulty explaining the results of studies where 27 

object-level grouping between target and flankers or amongst flankers affects target 28 

identification performance (e.g., Herzog, Sayim, Chicherov, & Manassi, 2015). Models that 29 

explicitly or implicitly involve segmentation of feature sets have been shown to capture 30 
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these grouping effects (Chaney, Fischer, & Whitney, 2014; Francis, Manassi, & Herzog, 1 

2017). 2 

1.1.3. Subitizing and crowding 3 

In the current study, we will focus on subitizing as an index of individuation. Although 4 

alternative theories exist to account for subitizing (e.g., pattern recognition: Krajcsi, Szabó, 5 

& Mórocz, 2013; Logan & Zbrodoff, 2003; Mandler & Shebo, 1982; estimation process: 6 

Balakrishnan & Ashby, 1992; Dehaene & Changeux, 1993; Gallistel & Gelman, 1991), there is 7 

substantial evidence that subitizing is subserved by individuation (Franconeri, Bemis, & 8 

Alvarez, 2009; Mazza & Caramazza, 2015; Xu & Chun, 2009). That is, objects need to be 9 

individuated in order to be subitized. However, it should be noted that there is no 10 

consensus regarding whether the subsequent feature integration stage is necessary for 11 

enumeration and subitizing (e.g., Xu & Chun, 2009). It is possible that the output of the 12 

individuation stage is sufficient for successful subitizing (thick dashed green arrow in Fig 1A).  13 

The two sets of studies, on crowding and individuation, provide a mixed picture regarding 14 

the role of individuation in object recognition (Fig 1). The current study is designed to shed 15 

light on their relationship by testing if crowding impacts the individuation stage. If it does, 16 

we argue that the stage of individuation must be incorporated into models of crowding and 17 

hence object recognition. The results will also specify the mechanism underlying crowding. 18 

Below, we will work through the predictions of the various theories of crowding for the 19 

outcome of a study testing if subitizing can be crowded, keeping in mind the processing 20 

pipeline illustrated in Fig 1. 21 

1.1.3.1. Attentional hypothesis 22 

If crowding occurs at the individuation stage, as proposed by the attentional hypothesis, 23 

then subitizing should be impaired by the presence of flankers. In addition to supporting the 24 

notion that crowding is a consequence of attentional limitations, this outcome would imply 25 

that a stage of individuation is necessary for object recognition (Fig 1A). 26 

1.1.3.2. Pooling hypothesis 27 

If crowding occurs due to feature pooling or averaging, then the prediction is not 28 

straightforward. Averaging of features (colour, orientation) by itself should not alter the 29 

number of perceived objects. Hence, we would not expect crowding to impair subitizing. 30 
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But, it could be argued that object positions are features too and these positions might be 1 

averaged or pooled (Greenwood et al., 2009). During the pooling process, the target’s 2 

features are ‘assimilated’ towards those of the flankers (Greenwood et al., 2009; Mareschal, 3 

Morgan, & Solomon, 2010). That is, the target’s perceived feature value is a weighted 4 

average of all features within a region of space around the target (Greenwood et al., 2009; 5 

Harrison & Bex, 2015; Parkes et al., 2001; van den Berg et al., 2010). Applying this logic to 6 

position information, we can expect that target locations are assimilated towards flanker 7 

positions and vice versa. Early reports of the phenomenology of crowding describe 8 

something like this being observed. Korte (1923) reported that observers described a 9 

crowded array of letters as “… if there is a pressure on both sides of the word that tends to 10 

compress it.” (see Fig 2 in Tyler & Likova, 2007 for an illustration). In such a situation, 11 

numerosity can be underreported if the assimilated locations are closer than the visual 12 

system’s ability to resolve objects. That is, if the perceived locations are too close, the visual 13 

system cannot separate the two objects and hence underestimates the numerosity. 14 

However, since visual acuity (two-dot resolution) is an order of magnitude finer than the 15 

inter-object distances used in typical crowding experiments (Anstis, 1974; Intriligator & 16 

Cavanagh, 2001), we think that it is not very likely that the visual system will be unable to 17 

resolve the pooled locations. Some recent observations support the idea that pooled 18 

locations might still be separable. Sayim and Wagemans (2017) have noted that, under 19 

crowded conditions, participants most often report omissions of individual features of 20 

objects. For example, they might not report one of the strokes in the letter A. However, 21 

observers don’t seem to lose an entire object (or perceive an additional object). 22 

Summarising these findings, it appears that the averaging hypothesis predicts that crowding 23 

compresses objects together. This might potentially impair subitizing, although we think 24 

that this is unlikely, given the visual system’s relatively high sensitivity in resolving objects.  25 

1.1.3.3. Substitution hypothesis 26 

If crowding is predominantly due to flanker substitution, where intact target and flankers 27 

are swapped, then enumeration and subitizing should remain unimpaired. Similarly, if 28 

crowding occurs due to feature migration or swapping of features, determining the number 29 

of objects should not be affected (Fig 1C).  30 
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1.1.3.4. Predictions and implications 1 

To summarise, the attentional resolution hypothesis predicts that subitizing will be impaired 2 

by flankers and most of the other crowding hypotheses predict little to no effect of flankers 3 

on subitizing. Importantly, an impairment of subitizing by flankers would strongly suggest 4 

that an individuation stage should be included in crowding/object recognition models.  5 

The impairment of subitizing by crowding would support the attentional hypothesis of 6 

crowding and individuation. It would commit us to including an individuation stage in the 7 

processing pipeline (Fig 1A). On the other hand, if crowding does not affect subitizing, it 8 

would strongly support the exclusion of attention as a mechanism of crowding (Fig 1B-C). 9 

That is, it would lend evidence against the proposal that crowding is an impairment of 10 

individuation. It would imply that one of the other proposed mechanisms (integration, 11 

averaging or substitution) is at play. Further, it would support the contention that 12 

individuation is not necessary for object recognition, although its involvement cannot be 13 

completely ruled out (faded pathways in Fig 1B-C). 14 

 15 

2. Experiment 1: Internal crowding of subitizing 16 

Crowding depends on the spacing between a target and its flankers. Crowding is eliminated 17 

if the target-flanker spacing exceeds approximately a) half the target’s eccentricity when the 18 

target and flankers are aligned radially relative to fixation, or b) a quarter of target’s 19 

eccentricity when flankers are aligned tangentially (Bouma, 1970; Toet & Levi, 1992). 20 

Following Pelli and Tillman (2008), we refer to this limit as Bouma’s bound. Only objects 21 

within Bouma’s bound crowd each other. However, it is important to keep in mind that the 22 

stated bounds are only rules of thumb and there is considerable variability across individuals 23 

(Toet & Levi, 1992). There are also exceptions to the rule (Herzog et al., 2015; Rosen, 24 

Chakravarthi, & Pelli, 2014), but these exceptions are not pertinent to the current study. 25 

Here, as a first step in testing the effect of crowding on subitizing, we investigated 26 

enumeration in the periphery as a function of inter-object distance.  27 
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2.1. Methods 1 

2.1.1. Participants  2 

Eighteen observers with normal or corrected to normal vision took part in this experiment. 3 

The first author took part in all experiments. All participants in this and subsequent 4 

experiments provided written informed consent. These experiments were approved by the 5 

Psychology Ethics Committee at the University of Aberdeen.  6 

2.1.2. Materials 7 

Stimuli were generated and displayed using MATLAB with Psychophysics Toolbox extensions 8 

(Kleiner, Brainard, & Pelli, 2007) on a 19” CRT screen with a resolution of 1024 x 768 pixels 9 

and a refresh rate of 100 Hz. The monitor was placed 50 cm from the observer, and the 10 

head was stabilised with a chin rest. 11 

2.1.3. Stimuli and Procedure 12 

1-6 target square ‘dots’ were presented on an isoeccentric circle of radius 10 deg centred on 13 

fixation (Fig. 2A). Four possible inter-dot distances were used, which we report in terms of 14 

geometric angular separation measured from fixation (): adjacent dots could be separated 15 

by 5o, 10o, 20o or 40o, equivalent to straight-line inter-dot spacing of 0.9, 1.7, 3.5, or 6.4 deg, 16 

respectively. To achieve this, we divided an imaginary circle of radius 10 deg around fixation 17 

into 72 locations, with adjacent locations separated by 5o. Of these 72 locations, one 18 

location was randomly chosen on each trial, where the first object was placed. The 19 

remaining objects were placed at the appropriate distances from this location (gaps of 0, 1, 20 

2, or 4 locations between adjacent dots). A jitter of ±2 pixels was applied both in the vertical 21 

and horizontal direction. At the tested eccentricity, an inter-dot spacing of less than 2.5 22 

degrees should place the dots within crowding distance of each other. Note that no 23 

crowding is expected, for obvious reasons, when a single dot is presented; similarly, when 24 

two dots are presented, only weak crowding is expected (Pelli et al., 2004; Petrov & 25 

Meleshkevich, 2011). To ensure that participants were not simply assessing the total area 26 

occupied by the dots to determine numerosity, dot size varied from trial to trial and was 27 

randomly selected between 0.25 and 0.36 deg, but was the same within a trial. Target 28 

objects were black (2.1 cd/m2) on a grey background (39.6 cd/m2).  29 
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 1 

Figure 2: Stimulus setup and results of Experiment 1. A: 1-6 square dots were presented in the 2 

periphery on an imaginary circle (not shown in the experiment). The spacing between the dots () was 3 

varied. B. Example of a bilinear fit. A bilinear function fits two straight lines to the data. The y-intercept 4 

of the flat line is the subitizing performance. The intersection of the two lines, indicated by a dashed 5 

line here, is the subitizing capacity. C. Accuracy of reporting the number of items for each spacing 6 

condition. Bilinear fits are also shown. Error bars are 95% CI. D. Subitizing capacity estimated for 7 

each inter-object spacing. Shaded areas are 95% CI. Each participant’s capacity at each spacing is 8 

represented as a dot. The vertical dashed line is the classical Bouma’s bound. 9 

The order of spacing conditions was randomised within each block. Target dots were 10 

presented for 150 ms. Observers were asked to report, by means of the number pad on a 11 

keyboard, the number of dots while fixating a central cross within 1.5 s of stimulus onset. If 12 

they failed to respond, the trial was marked as incorrect. The next trial began 1 s after the 13 

response or 1 s after the response deadline passed. There were 40 trials per numerosity and 14 

spacing combination, with a total of 960 trials. No feedback was provided.  15 

2.1.4. Data analysis: Estimating subitizing capacity and subitizing performance using 16 

bilinear fits 17 

Following the usual practice in enumeration studies, data from trials with the highest 18 

numerosity were discarded because of the ‘end effect’. The end effect is the better than 19 

expected performance for the highest presented numerosity, likely due to a bias for 20 

reporting the highest number in the presence of uncertainty (Piazza, Mechelli, Butterworth, 21 
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& Price, 2002). Bilinear functions were then fitted to the performance data. In experiments 1 

1, 3 and 4 performance was measured in terms of accuracy and in Experiment 2, it was 2 

measured in terms of reaction times. A bilinear function fits two intersecting straight lines to 3 

the data: The first line had a fixed slope of 0, but the intercept was allowed to vary. This line 4 

indicates efficient enumeration of objects. Therefore, its intercept captures subitizing 5 

performance, which is the best performance across small numbers of items (see Fig 2B). The 6 

second line’s slope and intercept were both allowed to vary. This line indicates inefficient or 7 

error-prone enumeration. The point of intersection, the breakpoint or the ‘elbow’, between 8 

these two lines indicates the subitizing capacity. This is the maximum number of objects 9 

that the participant can enumerate or individuate efficiently. We also assessed subitizing 10 

capacity while allowing the slope of the first line to vary (see Supplementary Results S1.2). 11 

The results were very similar as when the slope was fixed at zero, with only a small increase 12 

in the capacity estimate for each condition. We report the first method here since a) it has 13 

one less free parameter and b) its interpretation is clearer. 14 

Table 1. Subitizing capacities at each spacing in Experiment 1 (Mean ± SEM). Also shown are 15 
pairwise t-tests (Bonferroni corrected for multiple comparisons).  16 

Spacing 5o 10o 20o 40o 

5o 1.73 ± 0.1    

10o 
t(17) = 0.24; 

p = 1 
1.77 ± 0.1   

20o 
t(17) = 4.79; 

p < 0.001 
t(17) = 5.62; 

p < 0.001 
2.89 ± 0.2  

40o 
t(17) = 7.89; 

p < 0.001 
t(17) = 7.07; 

p < 0.001 
t(17) = 3.31; 

p = 0.024 
3.82 ± 0.3 

 17 

2.2. Results 18 

To assess if crowding affects subitizing, we compared subitizing capacities and performance 19 

at each inter-object spacing (). Subitizing performance was high (mean ± SEM: 0.96 ± 0.01) 20 

at all spacings (see Supplementary Results S1.1 and Supplementary Fig. S1; 21 

F(2.16, 36.7) = 0.38, p = 0.7, pη2 = 0.02; Greenhouse-Geisser correction applied), suggesting 22 

that enumeration of small numbers of objects was equally and highly accurate at all 23 

distances. Importantly, we found that the subitizing capacities differed across spacing 24 

conditions (F(2.27, 38.67) = 33.95, p < 0.001, pη2 = 0.67). Subitizing capacities increased with 25 

spacing, as we would expect from crowding-like interactions between the objects. Follow-up 26 
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pairwise comparisons (Table 1) indicated that there were no differences between capacities 1 

at the two closest ( = 5o and 10o) distances. All other comparisons were significant. 2 

Interestingly, capacities were around 4 at the farthest spacing ( = 40o), when the dots 3 

couldn’t crowd each other, comparable to the well documented subitizing capacity in foveal 4 

vision (e.g., Trick & Pylyshyn, 1994). However, when the dots could crowd each other ( = 5o 5 

and 10o) subitizing capacities were more than halved to around 1.7. That is, we observed 6 

considerable effects of internal crowding (Martelli, Majaj, & Pelli, 2005) on individuation, 7 

even when identification was not required. This is remarkable given that the dots were 8 

farther apart, even at the shortest spacing condition, than the resolving power of the visual 9 

system at that eccentricity. At 10 deg eccentricity, acuity (two-dot discrimination or letter 10 

identification) is about 0.15 - 0.3 deg (Anstis, 1974; Foster, Gravano, & Tomoszek, 1989), 11 

whereas our shortest spacing was 0.9 deg. In other words, even when the dots should have 12 

been distinguishable, the presence of items within Bouma’s bound strongly impairs the 13 

visual system’s ability to individuate them.  14 

 15 

3. Experiment 2: External crowding of individuation 16 

Experiment 1 showed that individuation could be internally crowded, conceptually 17 

replicating the impairment observed by Intriligator and Cavanagh (2001). A stronger test of 18 

whether individuation can be crowded in general would be to assess if irrelevant similar 19 

flankers impair subitizing. It is known that crowding is not only affected by the distance 20 

between targets and flankers (Bouma, 1970; Toet & Levi, 1992) but also by the similarity 21 

between them (e.g., Kooi, Toet, Tripathy, & Levi, 1994). Dissimilar flankers induce minimal 22 

or no interference with target identification. Here, we adopted the standard crowding 23 

paradigm to test if external flankers would also affect subitizing. The to-be-enumerated 24 

targets were surrounded by similar and dissimilar distracter flankers at various distances.  25 

3.1. Method 26 

In this experiment, an 18” CRT monitor with a resolution of 800 x 600 pixels and a refresh 27 

rate of 120 Hz was used. The distance to the monitor was fixed at 57 cm. 28 
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We planned to assess reaction times, rather than accuracies, so as to use the same measure 1 

as traditional subitizing studies. Thus, stimuli were presented until participants responded. 2 

To ensure that participants fixated well, we recruited four experienced observers.  3 

We extended the range of tested numerosities to 9 here, because including more 4 

numerosities potentially allows for better bilinear fitting of data and hence for a more 5 

precise estimation of the subitizing capacity. It incidentally allows us to test the effect of 6 

flanker presence on counting (enumerating more than 4 objects; see Supplementary Results 7 

S2.3). Therefore, 1-9 target circles were presented within a 4x4 square grid centred at 10 8 

deg in the lower visual field (Fig. 3). Each target circle had a diameter of 0.8 deg. The square 9 

grid was 6 deg on each side with the centres of adjacent cells 1.5 deg apart; hence adjacent 10 

targets would be within crowding distance of each other but well above two-dot 11 

discrimination thresholds. The specific locations of the target dots within the grid were 12 

randomly chosen on each trial. Flankers could be black squares (size 1 deg) or white X’s (size 13 

1 deg). The top two panels in Figure 3A illustrate these different flanker types. As can be 14 

observed in these panels, neither of these flankers could be mistaken for the targets: the 15 

black square flankers were larger and had a different shape relative to the black circle 16 

targets and the white flankers were dissimilar in shape, size and contrast polarity. The 17 

flankers were placed, one in each cardinal direction (left, right, top, bottom). They could 18 

appear at one of three distances from the centre of the target grid: 4.25 (near), 6 19 

(intermediate), or 7.75 (far) deg from the centre of the target grid. At the tested 20 

eccentricity, only the near flankers were within Bouma’s bound. We included two control 21 

conditions, as depicted in the bottom two panels of Figure 3A. In one, we presented a single 22 

large black square ‘frame’ centred at 10 deg eccentricity that enclosed the entire target grid. 23 

The sides of the black frame were located at the same distance as the flankers; hence the 24 

square frame could be of size 8.5, 12, or 15.5 deg on each side. The frame condition tested 25 

for the effect of the presence of extra black features in the stimulus. It was nevertheless not 26 

expected to crowd the dots, since crowding is sensitive to the similarity between targets 27 

and flankers (Kooi et al., 1994; Levi, 2008): dissimilar objects don’t crowd each other. We 28 

also included a no-flankers condition, as another baseline. 29 

Each numerosity, flanker-type and flanker-spacing condition combination was tested with 30 

24 trials, resulting in a total of 2160 trials, spread over five sessions. Three of the sessions 31 
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tested enumeration of dots flanked by either black (squares) or white (cross) flankers. The 1 

other two sessions tested enumeration in the presence of a square black frame or without 2 

flankers. Each session of 450 trials started with 19 practice trials (not included in data 3 

analysis). The order of condition combination within each session was randomised. Each 4 

session was broken up into 3 blocks. 5 

The experienced observers were asked to strictly maintain fixation on a central cross and 6 

report the number of target dots as accurately and as quickly as possible. The display stayed 7 

on until response. The inter-trial-interval was 1 s. 8 

If individuation is susceptible to crowding, then external flankers that are similar to the 9 

target dots should impair their subitizing, if they are within Bouma’s bound of the targets. 10 

Hence, we would expect black flankers to reduce subitizing capacity, particularly at the 11 

nearest spacing. On the other hand, white flankers and the frame, being dissimilar to the 12 

target dots, should induce weak to no crowding and hence should minimally impair 13 

subitizing, at any distance. 14 

3.2. Results 15 

Accuracy in reporting the number of dots was reasonably high (> 0.85 proportion correct, 16 

pooled across all conditions and participants; see Supplementary Results S2.1 and 17 

Supplementary Fig. S2 for accuracy data). As planned, we analysed the reaction times for 18 

correct trials. We determined the subitizing capacity for each participant for each flanker-19 

type and flanker-spacing condition combination (see Supplementary Fig. S3 for individual 20 

data). These were computed by fitting bilinear functions to individual mean correct reaction 21 

time data (Fig. 3B). Since we tested only four participants, we did not conduct the usual 22 

parametric tests on their data. We observe that, as can be seen in Figure 3B, reaction times 23 

were slower when target dots were surrounded by black flankers than in the other flanking 24 

conditions (white flankers, frame, or no flankers). This was particularly the case at the 25 

nearest flanking distance, which is within Bouma’s bound. Interestingly, subitizing capacity 26 

(Fig. 3C) was most severely impaired when targets were surrounded by similar flankers at 27 

the closest spacing.  28 

To test these observations, we subjected the reaction time data to a bootstrap analysis 29 

conducted separately for each participant (see Supplementary Results S2.2 for full details 30 



 18 

and Supplementary Fig 3B). In brief, on each of 1000 iterations, we sampled correct reaction 1 

times with replacement and estimated subitizing capacity for each flanker-type and spacing. 2 

We then determined the change in subitizing capacity as a function of spacing for each 3 

flanker-type. A slope of zero indicates that flanker spacing has no effect on subitizing, and 4 

hence that those flankers do not impair subitizing. Positive slopes indicate that flankers 5 

impair subitizing more at near distances, as expected from crowding. As depicted in 6 

Figure 3D, black flankers substantially affected subitizing (mean slope across all four 7 

participants: 0.35 ± 0.028 items/degree; p’s < 0.05 in 3 out of 4 participants), whereas the 8 

frame flanker did not (mean slope: 0.02 ± 0.036; all p’s>0.25). The effect of white flankers 9 

was marginal (p’s range from 0.07 to 0.18) and mild (mean slope: 0.13 ± 0.037). 10 



 19 

 1 

Figure 3: Stimuli and results for Experiment 2. A. 1-9 target circles were presented in a 4x4 grid 2 

centred at 10 deg eccentricity in the lower visual field (grid was not visible in the actual experiment). 3 

Three flanker-types (black flankers, white flankers, black frame) were tested at three different 4 

spacings. An unflanked condition was also included as a baseline (same data shown in all three plots 5 

in 3B; grey diamond markers and dashed line). B. Mean reaction times in reporting the number of 6 

items for each flanker-type at different flanker spacings. Bilinear fits are shown. C. Subitizing capacity 7 

for each flanker type as a function of flanker spacing. The horizontal dashed grey line indicates the 8 

subitizing capacity for the unflanked condition. Individual participant data is shown in Supplementary 9 

Fig. S3. D. Boxplots of bootstrapped slopes (change in subitizing capacity per deg of flanker spacing) 10 

for each flanker type for each participant. p-values adjacent to the corresponding boxplots indicate 11 

whether the bootstrapped distribution differs from a slope of zero. 12 
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In short, the closer the black flankers to the target dots, the larger the reduction in subitizing 1 

capacity. White flankers had a less dramatic effect, with only a mild influence of spacing, 2 

and the frame flanker had no effect at any spacing. In fact, subitizing capacity in the 3 

presence of white flankers and square frame were comparable to the subitizing capacity of 4 

unflanked targets, implying that mere presence of additional features did not affect 5 

subitizing. Subitizing capacity was substantially reduced specifically by similar flankers within 6 

Bouma’s bound. These findings were further corroborated by complementary analyses 7 

conducted on subitizing performance (Supplementary Fig. S3, panel C), which estimates the 8 

reaction times at which subitizing occurs. We found that subitizing performance was the 9 

slowest within Bouma’s bound, but only when the targets were surrounded by black 10 

flankers. These results provide evidence that crowding by irrelevant but similar flankers also 11 

impairs subitizing.  12 

 13 

4. Experiment 3: Individuating complex objects 14 

4.1. Experiment 3a: The effect of familiarity 15 

Experiments 1 and 2 showed that subitizing is impaired when the target objects are close to 16 

each other or if they are surrounded by closely placed external flankers. However, the 17 

objects tested in the experiments were simple (squares and circles), similar to those 18 

typically used in enumeration tasks. These objects do not carry identifying information, 19 

whereas crowding is studied with identification tasks. If we desire to compare performance 20 

across enumeration and identification, we have to first determine if enumeration of more 21 

complex and identifiable objects can also be crowded. Hence, the current experiment was 22 

designed to test the generalisability of Experiment 2’s findings by using more complex 23 

objects (letters). Further, we tested the effect of familiarity on the effect of crowding on 24 

subitizing by using upright and rotated letters. Upright letters are familiar and easier to 25 

identify, whereas rotating them makes them unfamiliar and harder to identify (Bergen & 26 

Julesz, 1983; Vanrullen, 2009). 27 

4.1.1. Method 28 

Thirteen observers participated in Experiment 3a. We used naïve participants instead of a 29 

small number of experienced observers used in the previous experiment. We also tested if 30 

the results of Experiment 2 can be replicated if we used accuracy measures instead of 31 
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reaction times. We fixed the presentation duration to 160 ms and, as in Experiment 1, 1 

measured accuracy of reporting numerosity. 2 

 3 

Figure 4: Stimuli and results for Experiment 3a. A. 1-5 target letters were presented within a 2x4 4 

grid centred at 10 deg eccentricity either in the left or the right visual field (grid was not visible in the 5 

actual experiment). The letters were either in familiar (top panel) or unfamiliar (bottom panel) 6 

orientations. The flanker sets were either far (top panel) from or near (bottom panel) the targets. B. 7 

Accuracy of reporting the number of items presented for the two familiarity conditions at different 8 

flanker spacings. Bilinear fits are also shown. Error bars are 95% CI. C. Subitizing performance for 9 

the three spacing conditions with upright (red) and rotated (blue) letters data are jittered. Each dot 10 

represents data from one participant for that condition. The shaded areas are 95% CI. 11 

The distance to the monitor was fixed at 57 cm. Targets and flankers were black letters on a 12 

white (91.5 cd/m2) background (Fig. 3). 1-5 letters were presented within a 2x4 grid, centred 13 

at 10 deg eccentricity. Each cell in the grid was 1.2 deg on each side. Letters were 0.67 deg 14 

in size and were randomly allocated to these cells. There were three flanker conditions: 15 

near, far, or no flankers. When presented, flankers appeared in four separate sets, one in 16 

each cardinal direction from the target grid. Each flanker set was a cluster of three letters: 17 

arranged vertically (grid size 3.6 by 1.2 deg) in the left and right positions and horizontally 18 

(size 1.2 by 3.6 deg) in the top or bottom positions. Each cell in these sets was filled by a 19 

randomly chosen letter. In the far flanker condition, the left and right distracter sets were 20 

placed 5 deg from the centre of the target grid, and the top and bottom distracter sets were 21 

2.5 deg from the centre of the target grid. Thus, they were at the edge of Bouma’s bound. In 22 

the near flanker condition, all four sets were 2.5 deg from the centre of the target grid and 23 

were hence within Bouma’s bound. There were two familiarity conditions: upright letters 24 

and rotated letters. In the upright letters condition, the targets and flankers were in the 25 

familiar upright orientation. In the rotated letters condition, each letter was randomly 26 
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rotated between 45o and 315o of vertical, ensuring that they were always seen in a non-1 

familiar orientation. Each condition combination was tested with 40 trials (total 1200 trials). 2 

The procedure was the same as in Experiment 1 and participants were once again asked to 3 

report the number of target letters. The only differences compared to the procedure used in 4 

Experiment 1 were that 1) the targets and flankers were presented either in the left or the 5 

right hemifield, randomly chosen and 2) no time limit for responding was imposed.  6 

4.1.2. Results 7 

We examined the effect of external flankers on subitizing by applying bilinear fits to the 8 

accuracy data as a function of numerosity, for each spacing and familiarity (letter rotation: 9 

upright or random) condition. For subitizing capacities to be a valid measure, subitizing 10 

performance (the highest performance that participants were capable of at low 11 

numerosities) should remain high (say, > 0.9 proportion correct). However, it was evident 12 

that subitizing performance was substantially less than 0.9 in some spacing conditions. Thus, 13 

we did not analyse subitizing capacities and focused only on subitizing performance. We 14 

found that target-flanker spacing substantially affected subitizing performance (F(2, 15 

24) = 40.28, p < 0.001, pη2 = 0.77). This seems to be mainly driven by high performance in 16 

the absence of flankers (0.88 ± 0.05) in contrast to considerably reduced performance in the 17 

presence of flankers (far flankers = 0.54 ± 0.06, t(12) = 6.12, p < 0.001; near flankers = 18 

0.41 ± 0.05; t(12) = 7.63, p < 0.001). Near flankers reduced performance even further than 19 

far flankers (t(12) = 2.92, p = 0.039). These results indicate that subitizing of complex objects 20 

is considerably impaired and hence crowded by the presence of flankers. 21 

Familiarity had no effect on subitizing performance (F(1, 12) = 1.7, p =0.22, pη2 = 0.12). 22 

Further, there was no interaction between spacing and familiarity (F(2, 24) = 0.72, p = 0.5, 23 

pη2 = 0.06). These results suggest that target-flanker spacing affects subitizing, as one would 24 

expect from crowding-like effects on subitizing, but this interference was not modulated by 25 

familiarity. The latter finding indicates that subitizing and its impairment takes place before 26 

familiarity of an object is ascertained and hence likely before feature integration. 27 

The effect of complexity on subitizing can be determined by comparing subitizing capacities 28 

across simple and complex objects under similar testing conditions. Experiment 1 tested 29 

enumeration of briefly presented dots and the current experiment tested briefly presented 30 
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upright and rotated letters. The unflanked data in the latter (inter-letter spacing 1.2 deg) are 1 

directly comparable to closely spaced dots in the former (inter-dot spacing 0.9 deg or 1.7 2 

deg). Subitizing capacity for dots was ~1.7 - 1.8 items at these spacings. Capacity, 3 

determined from the bilinear fits, was 2.3 ± 0.2 items for upright letters and 2.1 ± 0.1 items 4 

for rotated letters. These capacities are comparable (all p’s > 0.4) indicating that subitizing in 5 

the periphery appears to be independent of the type, complexity and familiarity of the 6 

objects being enumerated. 7 

 8 

4.2. Experiment 3b: Does the task assess individuation? 9 

An alternative interpretation of the finding that subitizing is affected by target-flanker 10 

distance might be that the impairment is not due to crowding or not just attributable to 11 

crowding, but due to inadvertently including one or more flankers in the enumeration 12 

process, at least on some of the trials. This can occur because the targets and flankers are 13 

physically indistinguishable, except for their position. Additionally, there is no physical 14 

boundary that helps participants know which objects are targets to be enumerated and 15 

which ones are flankers to be ignored. Wender and Rothkegel (2000) argued that 16 

segmenting the target objects from the distractors is an essential step for enumeration in 17 

the subitizing range. When this segmentation fails, for example, when the targets and 18 

flankers are spatially interspersed, subitizing is severely impaired. Although the targets and 19 

flankers were spatially separated in our experiments, the objects were presented in the 20 

periphery where spatial localisation is poor. Hence, target-flanker segmentation could have 21 

failed, particularly in the presence of close similar flankers, leading to incorrect 22 

enumeration. In other words, it might be possible that the participants mistook some of the 23 

flankers for the targets, or the targets for the flankers, at least some of the time. This would 24 

lead to errors in enumeration, compared to when target-flanker segregation is 25 

straightforward. Further, this confusion would be higher at shorter target-flanker distances, 26 

explaining our results. Note that the inclusion of flankers or exclusion of targets can itself be 27 

argued to be crowding due to a failure of selective attention (He et al., 1996). With that 28 

caveat in mind, it would nevertheless be useful to determine if this strategy is being (mal-29 

)utilised by the visual system. Another possibility is that the inadvertent and automatic 30 

inclusion of one or more flankers in the enumeration process might trigger the operation of 31 
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the approximate number system, rather than the more precise subitizing process leading to 1 

further errors (Feigenson, Dehaene, & Spelke, 2004). 2 

We tested this possibility in the current experiment by making two changes to Experiment 3 

3a. We used only the letter X as flankers and the targets were randomly selected from the 4 

entire alphabet except X. Thus, the targets and flankers should be distinguishable, making 5 

their segmentation easier (Goldfarb & Levy, 2013; Mazza, Turatto, & Caramazza, 2009). 6 

Participants were explicitly instructed about the differences in the identities of targets and 7 

flankers. Further, in some blocks, we introduced a green circular frame that delineated the 8 

location of the targets. All targets were enclosed within this circle and flankers would always 9 

be outside it. Participants were asked to enumerate only those objects within this large 10 

‘ring’. These two factors should enhance the ability to segregate the targets from flankers 11 

and hence mitigate the effects of confusing the targets and flankers for each other.  12 

4.2.1. Method 13 

Nineteen naïve observers participated in Experiment 3b. Data from one participant was 14 

discarded as their performance was low for all numerosities in all conditions. The material 15 

and stimuli were the same as in Experiment 3 except for the following changes. Flankers and 16 

targets were upright letters; we did not use rotated letters. Flankers were always Xs, and 17 

targets could be any letter in the alphabet except X. In some blocks two green rings of 18 

diameter 3.5 deg were presented, one on each side of fixation, centred at 10 deg 19 

eccentricity. These rings, when present, encircled the targets but excluded the flankers, thus 20 

serving as cues to segregate targets and flankers. Note that we do not expect any crowding 21 

of the target letter(s) from these rings for a few reasons. 1) Experiment 2 showed that a 22 

black frame did not interfere with the targets, 2) the rings have a different colour and shape 23 

from the targets. It has been shown that if flankers and targets differ on some feature 24 

dimension, crowding is weaker (Kennedy & Whitaker, 2010; Kooi et al., 1994), 3) the rings 25 

are present throughout the block, without break. It is known that previewing distracters 26 

reduces or eliminates crowding (Greenwood, Sayim, & Cavanagh, 2014; Scolari, Kohnen, 27 

Barton, & Awh, 2007). There were a few other differences, relative to Experiment 3. First, 28 

we used 6 numerosities. Second, the stimuli were presented for 150 ms. Third, the monitor 29 

was placed 50 cm from the observer.  30 
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In this experiment, we tested six conditions: each condition was a combination of a) 2 ring 1 

presence options (targets enclosed by a ring or not) and b) 3 flanker spacing (2.5 deg, 5 deg 2 

or unflanked). Each condition and numerosity combination was tested with 36 trials (total of 3 

1296 trials).  4 

 5 

Figure 5: Stimuli and results for Experiment 3b. A. 1-6 target letters were presented within a 3x3 6 

grid centred at 10 deg eccentricity either in the left or the right visual field (grid was not visible in the 7 

actual experiment). The target letters were either not enclosed (top panel) or enclosed (bottom panel) 8 

within a green ring. The flanker sets were all triplets of Xs, either far (top panel) from or near (bottom 9 

panel) the targets. B. Accuracy of reporting the number of items presented for each ring presence 10 

condition at different flanker spacings. Bilinear fits are also shown. Error bars are 95% CI. C. 11 

Subitizing performance for the three spacing conditions: ring absent (red) and present (blue) letters 12 

data are jittered. Each dot represents data from one participant for that condition. The shaded areas 13 

are 95% CI. 14 

The procedure was the same as in Experiment 3a except for the following differences. In 15 

blocks where rings were presented, the two rings, one on each side of fixation, were present 16 

throughout the block. The order of blocks (with and without rings) was randomised.  17 

4.2.2. Results 18 

Once again, we found that target-flanker spacing strongly affected subitizing performance 19 

(F(2, 34) = 146.6, p < 0.001, pη2 = 0.9). Subitizing was high in the absence of flankers 20 

(0.9 ± 0.01) in contrast to considerably reduced performance in the presence of flankers (far 21 

flankers = 0.55 ± 0.03, t(17) = 10.51, p < 0.001; near flankers = 0.38 ± 0.02; t(17) = 17.62, 22 

p < 0.001). Near flankers reduced performance even further than far flankers (t(17) = 6, 23 

p < 0.001). This effect of flanker distance was observed even when we restrict the results to 24 

the ring-present conditions, where we expect improved target-flanker segregation and 25 

reduced possible confusions (no flankers = 0.87 ± 0.02; far flankers = 0.6 ± 0.03; near 26 
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flankers = 0.43 ± 0.03). These results indicate that subitizing is impaired by the presence of 1 

flankers. 2 

The presence of a ring influenced subitizing performance (F(1, 17) = 7.03, p = 0.017, 3 

pη2 = 0.29), where the ring modestly improved subitizing performance (ring present, 4 

0.64 ± 0.02; ring absent, 0.59 ± 0.02). However, there was a significant interaction between 5 

spacing and ring presence (F(2, 34) = 20.69,  p< 0.001, pη2 = 0.55). To determine the source 6 

of this interaction, we conducted pairwise tests between subitizing performance with and 7 

without rings at each flanker spacing separately. Subitizing performance for unflanked 8 

letters was higher in the absence of a ring (0.93 ± 0.02) compared to when a ring was 9 

present (0.87 ± 0.02; t(17) = 3.36, p = 0.002), indicating that the ring impaired subitizing to a 10 

small extent. In contrast, subitizing performance was higher in the presence of a ring for 11 

both far (ring present: 0.6 ± 0.03, ring absent: 0.5 ± 0.04; t(17) = 3.2, p = 0.005) and near 12 

(ring present: 0.43 ± 0.03, ring absent: 0.33 ± 0.03; t(17) = 4.47, p = 0.002) flankers. That is, 13 

the ring enhanced subitizing in the presence of flankers, perhaps by aiding the segregation 14 

of target and flanker letters. These findings suggest that some of the effects of flankers on 15 

subitizing, observed here and in the previous experiments, can be explained by the inability 16 

to distinguish flankers from targets. However, the influence of this confusion appears to 17 

have been mild to moderate, with an improvement in performance of only a few 18 

percentage points (~10% on average), relative to the effect of flanker spacing. 19 

The current experiment, using two cues to augment segregation between targets and 20 

flankers, nevertheless found that flanker distance substantially affected subitizing, indicating 21 

that subitizing can be crowded. The impairment in performance is not merely due to the 22 

inability of the visual system to distinguish flankers from targets. The experiment does not 23 

completely rule out the possibility that confusions might have persisted despite the two 24 

segregation aids, but is strongly indicative that confusions might not be the driving force in 25 

the effect of flanker distance on crowding and that subitizing is impaired by flanker 26 

presence. 27 

 28 
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6. Experiment 4: Comparing subitizing and identification 1 

In Experiment 4, we tested both subitizing and identification in the presence of flankers 2 

using a comparable stimulus setup. This allows us to closely probe the relationship between 3 

the two phenomena. Here, we determined the critical spacing for target identification and 4 

enumeration in the same participants. Critical spacing is a commonly used measure of 5 

crowding and is typically defined as the minimal distance between targets and flankers 6 

required to achieve a threshold level of performance. If crowding occurs at the individuation 7 

stage, as the attentional hypothesis predicts, then impairment of identification and 8 

subitizing by flankers should be comparable; that is, their critical spacings should be the 9 

same or nearly the same. However, given the substantial differences in task requirements, it 10 

is possible that other factors (e.g., visual short-term memory, task difficulty) might 11 

supervene upon the behavioural outcomes. Hence, we expect the critical spacing for the 12 

two tasks to at least correlate. Thus, a strong test of our hypothesis would be the that the 13 

critical spacing in the two tasks would be the same or proportional (slope = 1), whereas a 14 

weaker test would be a positive correlation with a slope less than 1. We should note that a 15 

correlation would indicate a potential common mechanism, even if it does not imply it. 16 

6.1. Method 17 

6.6.1. Participants 18 

Since we wanted to compare critical spacing across tasks, we used a larger sample size with 19 

twenty-four observers participating in this experiment.  20 

6.1.2. Material and stimuli 21 

The materials were the same as in Experiment 3b with a few changes. Participants 22 

completed two tasks, identification to assess crowding, and enumeration to assess 23 

subitizing. In the identification task, a single letter chosen from K, N and V was used as a 24 

target. This letter was presented at 10 deg eccentricity. In the enumeration task, 1-3 of 25 

these letters were presented, with replacement. These target letters were presented in 26 

randomly chosen cells of a 3x3 grid. Flankers were triplets of Xs, as in the previous 27 

experiment, presented at one of six distances: 2.25, 2.5, 3, 3.5, 4.5 and 6 degrees. An 28 

unflanked condition was also included. As in experiment 3b, two green rings were presented 29 

in half the blocks. 30 
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Figure 6: Stimuli and results for Experiment 4. A. Participants were asked to report the number of 2 

target objects in some blocks (top row in panel A) and to identify the solitary target presented in 3 

others (bottom row). In the enumeration task, 1-3 target letters were presented within a 3x3 grid 4 

centred at 10 deg eccentricity either in the left or the right visual field (grid was not visible in the actual 5 

experiment). In the identification task, one letter was presented in the centre of the grid. In both cases, 6 

the target(s) were selected from the letters K, N, and V. In some blocks, a green circle separating the 7 

target grid from the flankers (right column) was presented. B. Accuracy of reporting the number or 8 

identity of the target(s) as a function of target-flanker spacing. Cumulative Gaussian fits are shown. 9 

Error bars are 95% CI. C. Scatterplot of critical spacing in the two tasks estimated from bootstrapped 10 

psychometric curves. Red squares represent critical spacing estimates when no ring was presented, 11 

and blue diamonds are critical spacing estimates when a ring was presented. The mean and 95% CI 12 

are shown as larger and darker symbols with error bars. Linear fits for the bootstrapped estimates are 13 

also shown along with correlation coefficients. The dashed grey line represents the equality line, with 14 

a slope of 1. D. Scatter plot of proportion correct values in the two tasks at all target-flanker spacings. 15 

Best fitting straight lines and corresponding correlation coefficients are shown. 16 



 29 

6.1.3. Procedure 1 

Identification and enumeration tasks were tested in separate blocks. Half of each of these 2 

blocks included a green ring that separated the target(s) from the flankers. The order of 3 

these blocks was randomised. In each task, the target and flankers were presented for 4 

150 ms either in the left or the right hemifield. Participants were then presented with 3 5 

onscreen response options: K, N, and V in the identification task, or 1, 2, and 3 in the 6 

enumeration task. They were asked to select one of these options with the mouse. Each 7 

condition combination (task x ring presence x flanker spacing) was tested with 40 trials 8 

(total 1120 trials). 9 

6.1.4. Data analysis: Psychometric curve fitting 10 

We used a bootstrap approach to determine whether critical spacing in the two tasks were 11 

correlated. To do so, we sampled, with replacement, twenty-four participants and averaged 12 

their performance. We then fit cumulative Gaussians (Eq. 1) to the averaged accuracy data 13 

as a function of target-flanker spacing for each of the four conditions (2 tasks x 2 ring 14 

presence conditions).  15 

𝑦 =  𝛾 + (
(𝛼 − 𝛾)

2
𝑒𝑟𝑓𝑐 (

−𝜎(𝑥 − 𝜇)

√2
)) 16 

where y is accuracy, x is spacing,  is chance performance (0.33 here),  is the asymptote,  17 

is the slope of the psychometric curve,  is the midpoint of the curve, and erfc is the 18 

complementary error function.  19 

From these fits, we extracted critical spacing for each condition, that is, the spacing at which 20 

accuracy was at a certain level (0.75; using other values also gave similar results). We 21 

repeated this procedure 100 times. We then correlated critical spacing between 22 

enumeration and identification tasks for each ring presence condition separately. Please see 23 

Supplementary Results S3 for the non-bootstrapped procedure, showing the same results. 24 

6.2. Results 25 

Critical spacing was higher (crowding occurred over a larger distance) for the subitizing task 26 

than for the identification task for both ring present (subitizing = 5.58 deg ± 0.56; 27 

identification = 4.4 ± 0.67) and absent (subitizing = 5.68 ± 0.41; identification = 2.8 ± 0.29) 28 

conditions. This could reflect differences in difficulty between tasks. In other words, it was 29 

(1) 
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easier to identify a letter than to enumerate 1 - 3 letters. This is interesting as subitizing is 1 

often considered to be earlier and require less processing than identification. It might 2 

partially be explained by internal crowding (Experiment 2, current study; Martelli et al., 3 

2005) between the multiple targets in the enumeration task. The enumeration has more 4 

than one object in two-thirds of the trials, increasing the chances of internal (target-target) 5 

crowding, leading to more errors. 6 

Importantly, to assess the relationship between the two tasks, we determined the 7 

correlation between the critical spacings in these tasks. We found a strong correlation 8 

irrespective of whether a ring was present (r = 0.59, p < 0.001, slope = 0.49) or absent 9 

(r = 0.64, p < 0.001, slope = 0.9). The correlation is slightly higher when a ring is absent than 10 

when it is present, but the slope is much steeper and closer to proportionality when a ring is 11 

absent than when it is present. Looking closely at this change in slope, it is clear that the 12 

presence of the ring increased the critical spacing in the identification task but did not alter 13 

critical spacing in the enumeration task. The latter - no effect of ring on enumeration - 14 

replicates the findings of Experiment 3b. The increase in critical spacing (stronger crowding) 15 

in the identification task in the presence of a ring is puzzling, as the shape and colour of ring 16 

were specifically chosen to avoid crowding the target. It is even more puzzling since the ring 17 

was expected to reduce target-flanker confusions and hence reduce crowding that might be 18 

attributable to flanker substitution. The best explanation for this anomalous finding might 19 

be super-crowding of the target (Vickery, Shim, Chakravarthi, Jiang, & Luedeman, 2009). 20 

Vickery et al. found that when a target and its flankers were separated by a small ring or 21 

frame, critical spacing far exceeded Bouma’s bound. They argued that this was because the 22 

ring-induced mild masking of the target extended the zone of interference between the 23 

target and its flankers. A similar interaction might have occurred in our display, increasing 24 

the critical spacing from ~2.8 deg without the ring to ~4.4 deg with a ring, a 50% increase. 25 

However, we must note that, unlike in the Vickery et al. experiments, our ring stayed on the 26 

screen throughout the block and hence any sort of lateral or backward masking should have 27 

been minimal. Nevertheless, if we assume that the solitary target was mildly masked, the 28 

binding between its features might be loosened more than otherwise and rendered the 29 

target susceptible to flanker interference. On the other hand, this putative masking by the 30 

flankers might not be sufficient to prevent the individuation of multiple letters, as tight 31 



 31 

binding is not necessary for this process. Hence enumeration would be preserved. This 1 

interpretation is supported by the finding that the ring reduced identification (ring absent = 2 

0.9 ± 0.01, ring present = 0.84 ± 0.02; t(23) = 3.41, p = 0.004) but not enumeration (ring 3 

absent = 0.86 ± 0.02, ring present = 0.83 ± 0.01; t(23) = 1.83, p = 0.16) accuracy even in the 4 

absence of flankers. Thus, in this experiment, if we were to consider the ring absent 5 

condition to be less contaminated by other processes, such as super-crowding, then it is 6 

clear that the critical spacing is the same (slope ~1) in both tasks. This supports the 7 

hypothesis that crowding occurs at the individuation stage. Even in the ring present 8 

condition, where the slope is not 1, the correlation is high, and this passes the weaker test 9 

of the hypothesis. 10 

We also conducted an alternative correlation analysis where we directly compared accuracy 11 

in the two tasks irrespective of target-flanker spacing. We found, once again, strong 12 

correlations between performance in the two tasks (with ring: r = 0.92, slope = 1.38; without 13 

ring: r = 0.93, slope = 1.78). That is, when accuracy was low in one task (probably due to the 14 

presence of close flankers), accuracy was low in the other task as well. Slopes were greater 15 

than 1 indicating that performance in the subitizing task fell off faster than in the 16 

identification task, complementing the critical spacing findings above. 17 

 18 

7. General Discussion 19 

Object recognition and individuation have typically been studied separately, with very few 20 

exceptions (e.g., Xu & Chun, 2009). In this study, we brought together these two distinct 21 

domains to illuminate the processing pipeline for object recognition. We tested if subitizing, 22 

an individuation process, could be crowded, a process where recognition fails. We found 23 

that subitizing of objects is impaired when they are close to each other (Experiment 1), 24 

conceptually replicating Intriligator and Cavanagh’s (2001) findings. Crucially, subitizing is 25 

also impaired if the target objects are surrounded by irrelevant but perceptually similar 26 

flankers (Experiments 2-4). This impairment seems to be the same for objects of differing 27 

familiarity (Experiment 3). Further, the flanker induced interference was comparable for 28 

both subitizing and crowding tasks (Experiment 4), suggesting that individuation and 29 

identification share a common processing pathway.  30 
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These findings recommend that an individuation stage should be included in the object 1 

recognition pathway (Fig. 1B) and that crowding occurs by impairing individuation. This does 2 

not mean that additional interference at the feature integration stage or later does not 3 

occur (cf. Louie, Bressler, & Whitney, 2007; Manassi & Whitney, 2018). But the 4 

parsimonious explanation is that interference occurs primarily at the individuation stage. 5 

Remarkably, in EEG studies, the neural signatures of both crowding and individuation are 6 

observed in the same electrodes (occipital) at around the same time, around 200 ms after 7 

stimulus onset (crowding: Chicherov, Plomp, & Herzog, 2014; individuation: Mazza, Pagano, 8 

& Caramazza, 2013). This further supports the notion that crowding is due to interference at 9 

the individuation stage. 10 

 11 

7.1. Crowding and selective attention 12 

Our results also lend support to the proposal that crowding is a consequence of attentional 13 

limitations. Only the attentional hypothesis of crowding (He et al., 1996; Intriligator & 14 

Cavanagh, 2001) explicitly predicts that individuation can be crowded, which is what we 15 

find. Further, there is accumulating evidence that subitizing can be attributed to limitations 16 

in attention (Egeth, Leonard, & Palomares, 2008; Mazza & Caramazza, 2015; Vetter et al., 17 

2008). That is, the same mechanism, attentional limitation, can explain crowding and 18 

subitizing. Selective attention is resource limited and can typically select 3-4 objects – 19 

subitizing. However, each act of selection has a resolution limit. If multiple objects are 20 

closely located, they cannot be separately resolved – crowding. 21 

The attentional theory might have an additional advantage in explaining recent findings that 22 

seem to challenge pooling-based accounts. Studies from Herzog’s group (Herzog & Manassi, 23 

2015; Herzog et al., 2015) and elsewhere (e.g., Levi & Carney, 2009; Livne & Sagi, 2007; 24 

Poder, 2006) have shown that a) increasing the number of objects can sometimes reduce 25 

crowding, b) grouping among flanking objects can reduce crowding, and c) flankers far 26 

beyond Bouma’s bound can influence target identification. Standard bottom-up pooling 27 

models cannot account for these findings. Interestingly, participants’ performance appears 28 

to be well correlated with subjective ratings of the appearance or Prägnanz of the stimulus 29 

array. Hence, it has been argued that top-down signals based on perceptual grouping allow 30 
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the target to be segmented away from the grouped flankers, thus reducing crowding in the 1 

conditions noted above (Francis et al., 2017). This account is consistent with the ability of 2 

attention to individuate objects based on perceptual grouping (Roelfsema & Houtkamp, 3 

2011), which in turn would alleviate crowding. If the target is separated by attention from 4 

the grouped flankers, then the interference between them would be minimised. 5 

How can attention segment targets from flankers through grouping? Roelfsema and 6 

Houtkamp (2011) argue that grouping occurs by two processes, which they term base and 7 

incremental grouping, respectively. If there are neurons in the early visual system 8 

specialised for certain features or feature conjunctions (say a red horizontal line), then 9 

elements with these characteristics are automatically and rapidly grouped together, in 10 

parallel across the entire visual field. This form of grouping often occurs according to Gestalt 11 

principles (Koffka, 1935) and is called base grouping. Some of the known effects of grouping 12 

on crowding, such as the effect of similarity between targets and flankers or that of 13 

configural grouping of flankers (Kooi et al., 1994; Livne & Sagi, 2007) might be attributed to 14 

base grouping. Here, flankers automatically group with each other, allowing attention to 15 

select the target unimpaired.  16 

On the other hand, when there are no neurons specialised to process the stimuli, grouping 17 

can still occur between such elements, but with effortful, time-consuming allocation of 18 

attention. This slow attention-based grouping is termed incremental grouping. Attention, 19 

here, operates through top-down selection signals guiding the grouping process by 20 

incrementally shifting the focus of selective attention along an object’s contour or surface to 21 

segment it from its background. Neurons in the early visual cortex might not be specialised 22 

to process several of the stimuli used in the Herzog lab (e.g., regularly spaced complex but 23 

similar shapes). Given that the presence of such objects seems to violate the expectations 24 

from standard pooling models, it can be argued that their effect manifests through 25 

incremental grouping. This incremental grouping also leads to appearance change. Our 26 

finding that individuation is necessary for object recognition and is likely to require 27 

attention lends support to this interpretation. 28 

 29 
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7.2. Alternative explanations 1 

7.2.1. Crowding due to feature pooling  2 

Does the above analysis rule out non-attentional theories of crowding? We argue that the 3 

data strongly support the attentional hypothesis. However, some non-attentional theories 4 

of crowding, such as pooling or averaging, might, with modifications, be able to 5 

accommodate our findings. The comparability of impairment in both subitizing and 6 

identification tasks indicates that individuation and identification must share a common 7 

pathway. This places constraints on the modifications that can be applied to the two-stage 8 

pooling model in order to account for our results.  9 

First, as discussed in the introduction, pooling can push the crowded objects closer together 10 

(Korte, 1923). It is possible that this leads to underestimation, because the perceived 11 

locations might be too close for the visual system to resolve. Although our experiments 12 

cannot categorically exclude this possibility, we do not think that this is the case, since 1) 13 

the visual system’s two-dot resolution is much finer than the distances tested in crowding, 14 

and 2) the compression observed in crowding studies do not seem to lead observers to 15 

report fewer objects (Sayim & Wagemans, 2017). Hence it is unlikely that spatial 16 

compression due to pooling can explain our results. 17 

Second, the pooling hypothesis could be potentially modified to account for our data. If an 18 

individuation stage were introduced prior to the feature integration stage, the presence of 19 

flankers might prevent or interfere with this individuation process through a bottom-up 20 

process. Hence, a non-attentional pooling mechanism might also explain our results. Such a 21 

modified proposal closely resembles the attentional hypothesis at this point. It must be 22 

noted, however, that it is unclear how feature pooling or averaging can lead to interference 23 

at the individuation stage. That is, a clear bottom-up mechanism for interference at the 24 

individuation stage will have to be developed before this modified proposal can be 25 

considered viable. 26 

7.2.2. Subitizing by pattern recognition 27 

Another alternative explanation of our finding that subitizing is susceptible to crowding is 28 

that enumeration in the subitizing range is not due to individuation but relies on a sort of 29 

pattern or shape recognition (Krajcsi et al., 2013; Logan & Zbrodoff, 2003; Mandler & Shebo, 30 

1982). According to this explanation, small numbers are enumerated rapidly because they 31 
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form the vertices of simple and familiar shapes such as triangles and quadrilaterals. 1 

Therefore, subitizing can be crowded since flankers can readily impair such (virtual) shape 2 

recognition. That is, flanker interference occurs at the feature integration stage and does 3 

not require an individuation stage.  4 

This view of subitizing as pattern recognition is not widely supported. The pattern 5 

recognition hypothesis relies on extracting numerosity from the initially perceived virtual 6 

shape. Hence, as Trick and Pylyshyn (1994) noted, enumeration should be impaired when, 7 

say, three objects are collinear. Since the pattern in this case is linear, it should elicit the 8 

value ‘two’. However, participants are fast and accurate while enumerating three collinear 9 

objects (Trick, 1987). Further, the chief evidence supporting the pattern recognition 10 

hypothesis (Krajcsi et al., 2013; Mandler & Shebo, 1982; Wender & Rothkegel, 2000) is that 11 

dots presented in a ‘canonical’ pattern (akin to dice) are easier (faster and more accurate) to 12 

enumerate than when they are randomly organised. There are several differences between 13 

these two types of stimuli that might have led to these results, such as familiarity, 14 

overlearning, symmetry, perceiving or rapidly learning to perceive highly organised shapes 15 

as symbols representing specific numbers. Hence, they might not be engaging a true 16 

enumeration process. In short, the evidence and logic of the pattern recognition hypothesis 17 

of subitizing is not compelling. 18 

On the other hand, there is evidence that subitizing requires individuation of each object 19 

(see Mazza & Caramazza, 2015 for a review). Recent studies (Ester, Drew, Klee, Vogel, & 20 

Awh, 2012; Mazza & Caramazza, 2015; Mazza et al., 2013) have shown that a lateralized EEG 21 

component called N2pc, which is known to index attentional selection, monotonically 22 

increases with numerosity up to 4 items. This has been taken to suggest that subitizing 23 

requires object individuation. N2pc also increases as the tracking capacity increases in 24 

multiple object tracking (MOT; Drew & Vogel, 2008), suggesting that the same individuation 25 

process occurs in subitizing and MOT. However, the virtual shape connecting objects 26 

distorts over time in MOT and would be hard to maintain (Yantis, 1992), arguing against a 27 

pattern recognition model of individuation. Further, the subitizing span is closely tied to 28 

visual short-term memory capacity (Knops, Piazza, Sengupta, Eger, & Melcher, 2014; Piazza, 29 

Fumarola, Chinello, & Melcher, 2011). This is inconsistent with the possibility that only one 30 

virtual shape is being recognized, but is consistent with the hypothesis that multiple items 31 
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are individuated in subitizing. Additionally, Anobile et al. (2015) reported that objects need 1 

to be perceptually segregate-able (particularly at low numerosities) for good enumeration 2 

performance, again suggesting that individuation is necessary for enumeration. 3 

Interestingly, in Experiment 1 of our study, and also in Palomares et al.’s (2011) study, items 4 

were arranged along an imaginary circle, which would have made it difficult to form a virtual 5 

shape. Yet, subitizing was robust at large inter-item distances.  6 

More importantly, if subitizing is subserved by the recognition of a single large virtual shape, 7 

then this large shape should be crowded by a similar large shape and not by small dissimilar 8 

shapes (Harrison & Bex, 2015; Kooi et al., 1994; Pelli et al., 2004). Contrary to this 9 

expectation, in Experiment 2, a large black frame flanker barely made any difference to 10 

enumeration performance, whereas nearby small black square flankers, which are quite 11 

dissimilar to the large virtual shape, substantially impaired subitizing. These findings and 12 

arguments, taken together, suggest that subitizing as tested in our study is not based on 13 

pattern recognition but on the individuation or selection of separate objects. 14 

7.2.3. Is subitizing impaired? 15 

A third possible explanation is that it was not subitizing that was impaired by flankers. The 16 

impairment might instead be attributed to participants’ inability to effectively segregate 17 

flankers from targets because they are similar and close to each other. If the targets and 18 

flankers are not distinguishable, participants might consider some of the flankers to be 19 

targets, or vice versa, leading to enumeration errors. This confusion increases with 20 

decreasing target-flanker distance, explaining the current results. We tested this possibility, 21 

in Experiments 3 and 4, by attempting to minimise or eliminate the target-flanker 22 

confusions. We did so by using physically different letters as flankers and distracters (and 23 

informing the participants about it) and also by separating them with a boundary. Flanker 24 

induced impairment of enumeration nevertheless remained high, allowing us to rule out 25 

target-flanker confusion as the chief or only source of the impairment. There was a small 26 

improvement in performance indicating that such confusion did play a small role in the 27 

impairment observed in the previous experiments (1-3a). These findings argue that 28 

participants, for the most part, did not confuse the targets and flankers. Their visual system 29 

was individuating and subitizing the target objects, which was impaired by the presence of 30 

flankers. 31 
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8. Conclusion 1 

In this study, we found evidence that crowding, a recognition specific phenomenon, 2 

substantially impaired subitizing, an individuation specific phenomenon. These results 3 

suggest that a) individuation is an essential stage in the object recognition pipeline, and b) 4 

further supports the proposal that both crowding and subitizing are due to limitations of 5 

selective attention. 6 
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