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THE US, INDO- PACIFIC, AI 
AND EMERGING SECURITY 

TECHNOLOGIES
James Johnson

Introduction

This chapter considers US thinking and approaches to emerging technologies in the Indo- 
Pacific. It explores the intensity of the strategic competition –  especially the role and presence 
of China –  playing out within a broad range of Artificial Intelligence (AI) and other emerging 
security technologies in the region, including cyberspace, semi- conductors, 5G networks, 
autonomy and robotics, quantum computing, and big data analytics, to name a few.1 It 
describes how great power competition is mounting within several dual- use high- tech fields, 
why these innovations are considered by Washington to be strategically vital, and how (and 
to what end) the US is responding to the perceived challenge posed by China to its techno-
logical hegemony.

The chapter uses International Relations (IR) concepts concerned with the nature and dis-
tribution of power within the international system, as a lens to view the shifting great power 
dynamics in AI and related emerging security technologies in the Indo- Pacific region. The 
current academic literature and debate on these issue have generally focused more broadly on 
the role of technology in international security, and more recently, debates have considered the 
intersection between emerging technology, rising powers, and shifts in the balance of power 
(Geist and Lohn, 2018; Gilli and Gilli, 2019; Horowitz, 2018; and Kennedy and Lim, 2017).

What have been the most important developments up to the present day in Washington’s 
technology strategies in the Indo- Pacific? What AI capabilities does the US have in the region 
today? Will the increasingly competitive US– China relationship dominate world politics cre-
ating a new two- bipolar world order, as opposed to a multipolar one? (Boulanin, 2019; Geist 
and Lohn, 2018; Ayoub and Payne, 2016; Technology for Global Security, 2019; Johnson, 
2019c). This chapter is an attempt to acquire greater insight into these questions, which have 
important implications for US– China relations and the future security landscape of the Indo- 
Pacific more broadly.

The chapter argues that the strategic competition playing out within a broad range AI 
and other emerging security technologies, will likely narrow the technological gap separ-
ating great military powers (notably the United States and China), and to a lesser extent, 
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other technically advanced small- medium powers in the Indo- Pacific such as South Korea, 
Singapore, and Japan. The chapter builds on the growing body of literature that reinforces 
the perception in the US that China’s pursuit of AI and other emerging security technologies 
will threaten the unassailable first- mover advantage that the US has in a range of dual- use 
(with both commercial and military application) emerging security technology (Boulanin, 
2019; Johnson, 2019a; Johnson, 2019c; Johnson, 2021; Horowitz, 2018; Moore, 2017; Allen 
and Chan, 2017).

The chapter proceeds as follows. First, it summarises the responses by US decision- makers 
and analysts to the debate about US decline and the rise of the narrative of an imminent 
shift in the distribution of power in the world order. This grand strategic overview will be 
contextualized with particular reference to the relative decline of the United States vis- à- vis 
China, and the implications of the US being displaced as the Indo- Pacific and global hegemon. 
It then sets up the debate over rapid advances and proliferation of emerging security technology, 
through an exploration of those that view harnessing these capabilities as a central aspect of 
efforts to maintain Washington’s hegemony (or dominance) in the Indo- Pacific region. Next, 
it examines the perception of the rise of a bipolar (or two- power) order divided between 
Washington and Beijing. The chapter closes with commentary on the nature and potential 
implications of an arms race in emerging security technology between the US and its strategic 
rivals in the Indo- Pacific –  especially China.

Emerging Challenges to US Technological Leadership in the Indo- Pacific

In the post- Cold War era, a preoccupation with US policymakers and analysts has been the 
nature and implications of US hegemony. This discourse has centered on two key questions: How 
long will unipolarity last? Also, is the pursuit of hegemony a viable or worthwhile strategic 
objective for the United States to pursue? The preservation of the US liberal hegemonic role 
has been the overarching grand strategic goal of every post- Cold War administration from 
George H. W. Bush to Barack Obama (Layne, 2012 p. 2). The analysis that follows uses AI and 
emerging security technologies as a lens to explore how the US is positioning itself vis- à- vis 
the Indo- Pacific preparing for bipolarity with China or reluctantly accepting a multipolar order 
in the Indo- Pacific?

World leaders have been quick to recognize the transformative potential of AI- related tech-
nology as a critical component of national security (Work, 2015). In large part driven by the 
perceived challenges posed by rising revisionist and dissatisfied powers –  especially China and 
Russia (US Department of Defense, 2017). In 2016 The US Department of Defense (DoD) 
released a ‘National Artificial Intelligence Research and Development Strategic Plan’ –  one of 
a series of studies on AI machine learning, which was updated in 2019 –  on the potential for 
AI to reinvigorate US military dominance (US Department of Defense, 2016; White House, 
2019). In the context of managing the potential flashpoints in the Taiwan Straits, the South 
China Seas, and Ukraine, then- US Secretary of Defense Ashton Carter stated that Russia and 
China are the United States’ “most stressing competitors” and continue to “advance mili-
tary systems that seek to threaten our [US] advantages in specific areas” [including AI] and in 
“ways of war that seek to achieve their objectives rapidly, before, they hope, we [the US] can 
respond” (US Department of Defense, 2016). In a similar vein, the recent summary of the 
DoD’s debut AI strategy stated that “China and Russia are making significant investments in AI 
for military purposes” that “threaten to erode our [US] technological and operational advantages.” 
In response, the US must “adopt [military- use] AI to maintain its strategic position, prevail on 
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future battlefields, and safeguard this [i.e., US- led] order” (US Department of Defense, 2019a –  
emphasis added).

China and Russia have both developed a range of military- use AI technologies as part 
of a broader strategic effort to simultaneously exploit perceived US military vulnerabilities 
and reduce their own. In a quest to become a “science and technology superpower,” and 
catalyzed by AlphaGo’s victory (or China’s ‘Sputnik moment’), Beijing launched a national- 
level AI- innovation agenda for “civil- military fusion” –  or US Defense Advanced Research 
Projects Agency (DARPA) with Chinese characteristics (State Council Information Office, 
2017). Similarly, the Russian private sector has also benefitted from state- directed support of 
human capital development and early investment in advanced technologies, in a broader effort 
to substitute its continued dependence upon Western technology with indigenous technolo-
gies, and despite Russia’s weak start- up culture. In short, national- level objectives and initiatives 
demonstrate recognition by great military powers of the potential military- technological trans-
formative potential of AI for national security and to strategic stability between great military 
powers (Johnson, 2020a, 2020b).

US analysts and policymakers have suggested a range of possible responses to these emer-
ging security threats to preserve US technological leadership, which harnesses US natural 
advantages to pushback against the rising great military powers in the multipolar order (Hadley 
and Nathan, 2017; Work and Brimley, 2014; Gesit and Lohn, 2018; White House, 2019). 
First, the DoD should fund and lead AI- simulated war games or creative thinking exercises, to 
investigate existing and new security scenarios involving disruptive AI innovations. Second, the 
US needs to leverage its world- class think- tank community, academics, AI experts, computer 
scientists, and strategic thinkers to assess the implications of AI for a range of security scenarios 
and devise a strategic agenda to meet these challenges. Third, the US should prioritize DoD 
AI- based R&D to leverage the potential low- cost force multiplier advantages of AI technolo-
gies (i.e., autonomy and robotics), and to mitigate potential vulnerabilities and risks. Fifth, the 
US national security policy- making community (e.g., DARPA, the US Intelligence Advanced 
Research Projects Activity (IARPA), Defense Innovation Board (DIB); the Office of Naval 
Research (ONR); and the National Science Foundation (NSF)) should seek increased funding 
for AI- related research to combat the competition for talent and information in AI, actively 
support university programs to ensure the US retains its relative talent pool advantages –  in par-
ticular vis- à- vis China. Finally, the Pentagon should fund additional R&D in reliable fail- safe 
and safety technology for AI- systems –  especially military AI applications and tools (Hadley 
and Nathan, 2017).

Washington’s New Sputnik Moment?

As AI military applications have grown in scale, sophistication, and lethality, many in the US 
defense community have become increasingly alarmed about the implications of this trend 
for international competition and national security (Hadley and Nathan, 2017 p. 17). In his 
opening comments at ‘The Dawn of AI’ hearing, Senator Ted Cruz stated, “ceding lead-
ership in developing artificial intelligence to China, Russia, and other foreign governments 
will not only place the United States at a technological disadvantage, but it could have grave 
implications for national security” (Hadley and Nathan, 2017 p. 17). Similarly, Director of US 
National Intelligence Daniel Coates recently opined, “the implications of our adversaries’ abil-
ities to use AI are potentially profound and broad” (ibid. p. 17, emphasis added).

Given the anticipated national security value China and Russia in particular attach to dual- 
use (i.e., military and civilian uses) AI- related technologies –  notably autonomy and robotics, 
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quantum communications, and 5G networks discussed below –  several defense analysts have 
characterized the exorable pace and magnitude of emerging security technologies (especially 
AI) as a ‘Sputnik moment’. This in turn might portend a military revolution by triggering an 
arms race in emerging security technologies and changing the character (or perhaps nature) 
of warfare. Emerging security technologies are, however, only one facet of a broader trend 
towards increasing the speed of modern (conventional and nuclear) war, and shortening the 
decision- making timeframe, associated with advances in weapon systems such as cyber- attacks, 
direct- energy weapons, quantum communications, anti- satellite weapons, and hypersonic 
missile technology (Wilkening, 2019; Johnson, 2019b; Johnson, 2021; Acton, 2013). These 
trends could lead to arms race instability between great powers –  China, Russia, and the United 
States –  in the Indo- Pacific region as rivals states attempt to modernize their capabilities to 
reduce their perceived vulnerabilities (Schelling and Halperin, 1975; Johnson, 2020c).

Evidence of exponentially accelerated competition –  in research, adoption, and deployment –   
of emerging security technologies (i.e., 5G networks, IoT, robotics and autonomy, additive 
manufacturing, and quantum computing), does not necessarily mean an ‘arms race’ is taking 
place. Instead, framing great power competition (especially US– China) in this way risks the 
adoption of operational concepts and doctrine that increases the likelihood of arms racing 
spirals and warfare (Roff, 2019 pp. 1– 5). According to the DoD’s recently established Joint 
Artificial Intelligence Center (JAIC) former head Lt. General Jack Shanahan, “its strategic 
competition, not an arms race. They’re [China] going to keep doing what we’re doing; we [the 
US] acknowledge that.” Shanahan added: “What I don’t want to see is a future where our 
potential adversaries [China] have a fully AI- enabled force, and we [the US] do not” (Office of 
the Secretary of Defense, US Department of Defense, 2019a).

In response to a growing sense of consternation within the US defense community, the 
Pentagon has authored several AI- related programs and initiatives designed to protect US 
superiority on today’s digitized battlefield (e.g., Project Maven, DARPA’s ‘AI Next Campaign,’ 
the establishment of the JAIC, and the DoD’s ‘Artificial Intelligence Strategy’). Taken together, 
these initiatives demonstrate the perceived gravity of the threat posed to US national security 
from near- peer states’ (notably China and Russia) pursuit of emerging security technologies 
like AI to enhance their military power. For example, in response to Chinese strategic interest 
in AI, DIUx proposed greater scrutiny and restrictions on Chinese investment in Silicon Valley 
companies (Simonite, 2017). This behavior typifies a broader concern that synergies created 
by China’s civil- military fusion strategy could allow the technology, expertise, and intellectual 
property shared between US and Chinese commercial entities to be transferred to the PLA 
(Bartholomew and Shea, 2017 p. 507).

Moreover, broader national security concerns relating to Chinese efforts to catch up (and 
even surpass) the US in several critical security technologies, has prompted Washington to take 
increasingly wide- ranging and draconian steps (e.g., tightened US restrictions targeting China’s 
Huawei and its fledgling computer chip manufacturers) to counter this perceived national security 
threat. Against the backdrop of deteriorating US– China relations, responses such as these could 
accelerate the decoupling of cooperative bilateral ties between these two poles; increasing the 
likelihood of strategic competition, mutual mistrust, and negative action– reaction dynamics 
known as a security dilemma –  which continue to manifest in other military technologies, 
including missile defense, hypersonic weapons, and counter- space capabilities (Jervis, 1976, 
 chapter 3; Johnson, 2017 pp. 271– 288).

Washington’s alarmist tone and policy responses to the perceived threat posed by China’s 
emerging security technology reveals that when we compare the public narratives surrounding 
the ‘new multipolarity’ thesis with what is happening two things emerge (Zala, 2017 pp. 2– 17). 
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First, the nature of great power competition in emerging security technologies suggests that a 
shift to Sino– US bipolarity (and not multipolarity) is more likely in the short- to- medium term. 
Second, even if China surpasses the US in emerging security technologies, China still trails the 
US in several qualitative measures that coalesce to preserve its technological leadership (Lee, 
2018). The United States has the world’s largest intelligence and R&D budgets, world- leading 
technology brands, academic research and innovation (discussed later in the chapter), and the 
most advanced (offense and defensive) cyber capabilities. Whether these advantages will be 
enough for Washington to forestall a shift in the military balance of power in the event China 
catches up or leap- frogs the US in AI –  either through mimicry, espionage, or indigenous 
innovation –  and can convert these gains (at a lower cost and less effort than the US) into poten-
tially game- changing national security capabilities is, however, an open question.

China is by some margin Washington’s closest peer- competitor in emerging security tech-
nology. Beijing’s 2017 ‘Next Generation AI Development Plan’ identified artificial intelligence 
as a core “strategic technology” and a new focus of “international competition.” China’s official 
goal is to “seize the strategic initiative” (especially vis- à- vis the US) and achieve “world- leading 
levels” of investment in emerging security technologically such as AI by 2030 –  targeting more 
than US$150 billion in government investment (The State Council Information Office, 2017). 
Further, Beijing has leveraged lower barriers of entry to collect, process, and disseminate data 
within China to assemble a vast database to train AI systems. According to a recent industry 
report, China is on track to possess 20 percent of the world’s share of data by 2020, and the 
potential to have over 30 percent by 2030 (Knight, 2017).

State- directed Chinese investment in the US AI market has also become increasingly 
active and, in several instances, Chinese investment has competed in direct competition with 
the DoD (Kania, 2017). In 2017, for example, a Chinese state- run company Haiyin Capital 
outmaneuvered the US Air Force’s efforts to acquire AI software developed by Neurala in 2017 
(Mozur and Perlez,2017). Incidences such as these are indicative of broader US concerns related 
to China’s willingness (or propensity) to resort to industrial espionage and other means (i.e., 
forcing foreign- partners of China- based joint ventures to divulge their technology), to gain 
access to US AI technology, in an effort to catch up with, and leap- frog, the US in a range of 
strategically critical dual- use technologies (e.g., semiconductors, robotics, 5G networks, cyber-
space, the internet of things, big data analytics, and quantum communications) (Lo, 2019). 
Industrial espionage can, however, only take the Chinese so far. The development of China’s 
national innovation base, expertise, and capacity –  even if that foundation builds on industrial 
and other types of espionage and mimicry –  is a broader trend of which the DoD also appears 
to be cognizant (US Department of Defense, 2019b p. 96).

Among these critical enabling technologies that could fundamentally change modern warfare 
are next- generation data transmission networks. The strategic importance of 5G networks as a 
critical military technological enabler was demonstrated during the protracted tensions between 
China’s Huawei and Washington. Experts view 5G as a cornerstone technology to increase 
the speed, stability data- loads, reduce the latency (i.e., accelerate network response times), 
and enhance mobile digital communications. According to an AI and telecommunications 
researcher at the University of Electronic Science and Technology of China, “the 5G network 
and the internet of things (IoT) enlarge and deepen the cognition of situations in the battlefield 
by several orders of magnitude and produce gigantic amounts of data, requiring AI to analyze and even 
issue commands” (Zhen, 2019, emphasis added.

In sum, against the backdrop of rising tensions in the US– China relationship on a plethora 
of interconnected policy arenas –  for example, trade and geopolitical influence in the Indo- 
Pacific –  the technological race for access and control of critical enablers that will connect 

 

 

 

 

 

 

 

 



483

The US, Indo-Pacific, AI and Emerging Security Technologies

483

sensors, robotics, autonomous weapons systems, and the exchange of vast volumes of data in 
real- time through AI- machine learning techniques on the digitized battlefield, will become 
increasingly intense and strategically motivated (Kania and Costello, 2018 p.5).

China’s Response to Pax Americana in Emerging Security Technology

In 2017, Chinese President Xi Jinping explicitly called for the acceleration of the military 
‘intelligentization’ agenda, to better prepare China for the development of modern warfare 
against a near- peer adversary, namely the United States (Xinhua, 2017). Although nascent 
Chinese think- tanks and the academic discourse are generally poor at disseminating their debates 
and content, open- source evidence suggests a strong link between China’s political agenda 
related to the ‘digital revolution,’ Chinese sovereignty and national security, and the current 
public debate surrounding the rejuvenation of the Chinese nation as a great power. In short, 
national security is ultimately interpreted by China (and the United States) as encompassing 
economic performance.

President Xi’s Belt- and- Road- Initiative (BRI), and the virtual dimension of the ‘Digital Silk 
Road,’ are high- level efforts designed to ensure that the mechanisms, coordination, and state- 
level support for this agenda will become increasingly normalized (Yuan, 2017). Xi recently 
stated that emerging security technologies, including AI, ‘big data,’ cloud storage, cyberspace, 
and quantum communications, were amongst the “liveliest and most promising areas for civil- 
military fusion.” Towards this end, Xi has pledged additional state support and resources to 
enhance China’s economic and military dimensions of its national power (Li, 2015; Lee and 
Sheehan, 2018). While BRI investment is predominantly in emerging markets with compar-
ably low levels of technology maturity, human capital, and military power, the BRI frame-
work supports a broader Chinese agenda to expand (or establish a new) geopolitical sphere of 
influence; to improve its position in the distribution of power –  especially vis- à- vis the United 
States.

In the case of quantum technology, the potential convergence between AI and quantum 
computing could create promising synergies that Beijing intends to leverage to ensure it is at 
the forefront of the so- called ‘quantum AI revolution.’ Chinese analysts and strategists antici-
pate that quantum technologies will radically transform modern warfare, with a strategic sig-
nificance equal to nuclear weapons. In 2015, for example, Chinese researchers reportedly 
achieved a breakthrough in the development of quantum machine learning algorithms, which 
could relieve several military- technological bottlenecks (e.g., quantum radar, sensing, imaging, 
metrology, and navigation). This allowed for greater Chinese independence from space- based 
systems –  where its currently lags the US –  enhance intelligence, surveillance, and reconnais-
sance capabilities; potentially creating new vulnerabilities in US space- based GPS and stealth 
technology in conflict scenarios in the Indo- Pacific (Kania and Costello, 2018 p. 18).

The evidence suggests a strong link between Beijing’s pursuit of leadership in emerging 
security technologies and its broader geopolitical objectives in the Indo- Pacific. This link has, 
in turn, reinforced the narrative within Washington that China believes this technological 
transformation is an opportunity to strengthen its claim on the leadership –  and eventual 
dominance –  of the emerging technological revolution, having missed out on previous waves 
(Godement, 2018 pp. 1– 5). In short, despite the clear economic issues at stake (i.e., the rents to 
be captured in the data- driven economy), the threat to US technological leadership is generally 
interpreted through military and broader geopolitical lens.

In contrast, the increasingly strained relationship between the Trump administration and 
Silicon Valley will likely pose additional challenges to this critical partnership in the development 
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of emerging security technologies for the US military. Following a high- profile backlash from 
employees at Google, for example, the company recently announced that it would discontinue 
its work with the Pentagon on Project Maven –  a Pentagon program to build an AI- powered 
surveillance platform for unmanned aerial vehicles (White, 2018). Several defense analysts and 
US government reports have noted the growing gap between the rhetoric and the research 
momentum (especially in AI and robotics), and the paucity of resources available, to make the 
US military more networked and integrated (Harris, 2018).

Taken together, these reports highlight various shortcomings in the US defense innovation 
ecosystem such as inadequate funding to sustain long- term research and development (R&D), 
institutional stove piping inhibiting multi- disciplinary collaboration, and an insufficient talent 
pool to attract and retain top scientists in emerging security technological related fields (US 
Department of Defense, 2017). In its debut AI strategy, Artificial Intelligence Strategy, for example, 
the DoD committed to “consult with leaders from across academia, private industry, and the 
international community” and “invest in the research and development of AI systems” (US 
Department of Defense, 2019 p. 5). Details of the implementation and funding arrangements 
for these broad principles remain mostly absent, however. Moreover, the apparent mismatch 
(even dissonance) between the rapid pace of commercial innovation in emerging security tech-
nologies and the lagging timescales and assumptions that underpin the US DoD’s existing pro-
curement processes and practices may exacerbate these bilateral competitive pressures (Kennedy 
and Lim, 2016 pp. 553– 572).

China’s pursuit of AI- related (especially dual- use) technologies will fuel the perception 
(accurate or otherwise) in Washington that Beijing is intent on exploiting this strategically 
critical technology to fulfill its broader revisionist goals in the Indo- Pacific. That is, once 
the ‘digital silk road’ initiative reaches fruition, the BRI could enable China’s 5G, artifi-
cial intelligence and precision navigation systems to monitor and dominate the IoT, digital 
communications and intelligence of every nation within the BRI sphere of influence, as part 
of Beijing’s strategic objective, to ensure the leadership of a new Indo- Pacific, and even-
tually international, order. That is, China’s version of the Greater East Asia Co- Prosperity 
sphere, or Halford Mackinder and Mahan’s theories of world control and power distribution 
(Beasley, 1991).

In addition to this unique scaling advantage, Chinese national security innovation has also 
benefited from its approach to security technology acquisition: A centralized management 
system where few barriers exist between commercial, academic, and national security decision 
making. While most external analysts consider China’s centralized approach to the develop-
ment of emerging security technology grants it unique advantages over the US, others posit that 
Beijing’s innovation strategy is far from perfect. Some analysts, for example, have characterized 
China’s state- directed funding arrangements as highly inefficient. Analysts note that China’s 
state apparatus is inherently corrupt and that this approach tends to encourage overinvestment 
in particular projects favored by Beijing, which may exceed market demand (He, 2017). For 
instance, though China has already surpassed the US in the quantity of AI- related academic 
research papers produced between 2017 and 2018, the quality of these papers ranks far below 
US academic institutions (Castro et al., 2019).

Besides, China is currently experiencing a shortage of experienced engineers and world- 
class researchers to develop AI algorithms. For instance, China has only thirty universities that 
produce indigenous experts and research products. As a result, industry experts have cautioned 
that Beijing’s aggressive and centralized pursuit of emerging security technologies such as 
AI, could result in poorly conceptualized capabilities that adversely impact the reliability and 
safety of advanced technologically augmented weapon systems (Barton and Woetzel, 2017). 
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The comparatively measured pace of US emerging security technological innovation might, 
therefore, in the longer run result in more capable tools, but without sacrificing safety for 
speed –  even at the cost of falling behind China’s AI quantitative lead in the short term. The 
prioritization by the US of the development of robust, verifiable, and safe military AI tech-
nology might, however, come under intense pressure if China’s progress in dual- use AI is 
perceived as an imminent threat to the US first- mover advantages.

Arms Racing Dynamics in Emerging Security Technology  
in the Indo- Pacific

As the most powerful nation- states in the Indo- Pacific and globally, leaders in the development 
of AI, the competitive tensions between China and the US have often evoked comparisons 
with the Cold War- era US– Soviet space race. In response to the global AI arms race, and to 
sustain US superiority and first- mover advantages in AI, US General John Allen and Spark 
Cognition CEO Amir Husain have argued that the US must push further and faster to avoid 
losing the lead to China (and to a lesser degree Russia) in the development of AI (Allen and 
Husain, 2017).

While these depictions accurately reflect the nature of the increasingly intense competition 
in the development of security technologies, the character of this emergent arms race intimates 
a much more multipolar reality. Over time, this trend will likely elevate technically advanced 
small and middle- powers (e.g., South Korea, Singapore, New Zealand, and Australia) to 
become pioneers in cutting- edge dual- use AI- related technology, and key influencers shaping 
the security, economics, and global norms, and standards of these innovations in the inter-
national political order.

In the Indo- Pacific, several states have already begun to develop emerging security tech-
nologies that will likely have second-  and third- order effects as these technologies mature 
and are integrated into national security structures (Saalman, 2019 pp. 33– 39). South Korea, 
for example, has developed a semi- autonomous weapon system to protect the demilitarized 
zone from North Korean aggression (the SGR- A1). Today, however, South Korea continues 
to lag behind other countries in the development of AI technology, in large part, due to 
the lack of AI- related investment and R&D. Singapore’s ‘AI Singapore’ initiative is a com-
mercially driven US$110 million effort to support AI R&D (Barsade and Horowitz, 2018). 
Although this level of government funding is relatively modest compared to other states (not-
ably China), Singapore plans to use its business- friendly investment climate and established 
research clusters to attract companies to advance Singapore’s broader national R&D efforts in 
emerging technology.

While this broader trend will not necessarily run in lockstep with the US– China bipolar con-
test, it will inevitably be influenced and shaped by the ongoing competition between China and 
the United States (and its allies in the Indo- Pacific) on setting global technological standards for 
AI, nonetheless. For these middle- powers, the outcome of this contest, and in particular, how 
they position themselves on AI technology standards, will have a significant impact on their 
ability to truly become cutting- edge innovators in emerging security technology like AI –  and 
independent of China and the United States. The commercial driving forces underlying emer-
ging security technologies (i.e., hardware, software, and R&D), together with the inherently 
dual- use nature of these innovations, reduce the usefulness of the space race analogy (Organski 
and Kugler, 1980; Gilpin, 1981). In short, the particular problem- set associated with the Cold 
War- era bipolar structure of power is, to date, at least, far less intense in the context of con-
temporary competition in emerging security technologies (Gilli and Gilli, 2019 pp. 141– 189).
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The growing sense, the proliferation of AI technologies driven by powerful commercial 
forces will inevitably accompany (and even accelerate) the shift toward multipolarity. Above 
all, the risks associated with the proliferation and diffusion of dual- use security technologies 
across multiple sectors and expanding knowledge bases is a very different prospect compared to 
arms- racing between great power military rivals. Thus, the development of emerging security 
technologies based on military- centric R&D would make it much more difficult and costly 
for smaller (and especially less technically advanced) states to successfully emulate and assimilate 
(Brooks, 2006).

Moreover, military organization, norms, and strategic cultural interests and traditions will 
also affect how security technology is assimilated by militaries, potentially altering the balance 
of military power (Johnstone, 1995 pp. 65– 93). As a result, the interplay of technology and 
military power will continue to be a complex outcome of human cognition, institutions,  
strategic cultures, judgment, and politics (Biddle, 2006). Ultimately, success in sustaining or 
capturing the first- mover advantages in AI will be determined by how militaries develop doc-
trine and strategy to seize on the potential comparative benefits afforded by AI- augmented 
capabilities on the battlefield (Johnson, 2020a).

The pace of military- use security technologies like AI to smaller- medium powers in the 
Indo- Pacific (e.g., Singapore, South Korea, Taiwan, Australia, and New Zealand) will also be 
constrained by three core features of this emerging phenomenon: (1) Hardware constraints 
(e.g., physical processors), and integrating increasingly sophisticated software and hardware with 
internal correctness; (2) the algorithmic complexity inherent to AI machine learning approaches; 
and (3) the resources and know- how to effectively deploy algorithmic code for AI machine 
learning (Ayoub and Payne, 2016 p. 809). The advantages China derives from its commercial 
lead in the adoption of emerging security technologies and dataset ecosystem will not neces-
sarily be easily directly translated into special- purpose military applications (Castro et al., 2019).

China’s strengths in commercial- use security technologies, including 5G networks, 
e- commerce, e- finance, facial recognition, and various consumer and mobile payment 
applications, will, therefore, need to be combined with specialized R&D and dedicated hard-
ware –  to unlock their potential dual- use military applications and augment advanced weapon 
systems. Absent requisite resources, know- how, datasets, and technological infrastructure, these 
constraints could make it very difficult for a new entrant to develop and deploy modular AI 
with the same speed, power, and force as China or the United States (Gray, 2015 pp. 1– 6).

For instance, China and the United States are in close competition to develop the 
supercomputers needed to collect, process and disseminate the vast amounts of data that trad-
itional computers can handle. While the United States possesses more powerful computers, 
China trumps the US in terms of the number of supercomputers. Thus, military- led innovations 
could potentially concentrate and consolidate leadership in this nascent field amongst current 
military superpowers (i.e., China, the US, and to a lesser extent Russia), and revive the prospect 
of bipolar competition (Bostrom, 2014). For now, it is unclear how specific emerging security 
technologies may influence military power, or whether, and in what form these innovations 
will translate into operational concepts and doctrine (Cummings, 2017).

In sum, the degree to which AI alters the military balance of power will depend in large part 
on the speed of the diffusion of this technology within the military structures of the United 
States, China, and other states in Indo- Pacific such as Singapore, South Korea, and Japan. As 
the tectonic plates of the global political system continue to shift, the United States and China 
are on opposite sides of the divide, and China’s neighbors –  in particular US allies and partners 
in the region –  will need to pick a side and choose whether to work with or separately from 
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the United States –  its credibility, legitimacy and ability to impose its will are fast eroding –  or 
side with China. Against the backdrop of geopolitical tensions and mounting apprehension 
about the future of US policy in the Indo- Pacific, the function of human innovation, political 
agendas, and strategic calculation and judgment, and heuristic decision making (or the propen-
sity for compensatory cognitive short- cuts) associated with decisions taken under compressed 
timeframes in uncertain and complex environments will become increasingly important for 
how emerging security technologies develop in the region.

Conclusion

The chapter’s key takeaways can be summarized as follows. First, while disagreement exists 
on the likely pace, trajectory, and scope of security technological innovations, a consensus is 
building within the US defense community intimating that the potential impact of security 
technologies such as AI on the distribution of power and the military balance will likely be 
transformational, if not revolutionary. These assessments have, in large part, been framed in the 
context of the perceived challenges posed by revisionist and dissatisfied great military powers 
(i.e., China and Russia) to the current US- led international order –  i.e., its rules, norms, and 
governing structures.

Second, the rapid proliferation of high- tech defense innovations exists concomitant with a 
growing sense that the United States has dropped the ball in the development of these disrup-
tive security technologies. Even the perception that Washington’s first- mover advantage in a 
range of dual- use enabling critical security technologies (i.e., semiconductors, 5G networks, 
and IoT’s) was at risk from rising –  especially nuclear- armed –  military powers such as China, 
the implications for security and stability in the Ind- Pacific could be severe. In response to a 
growing sense of urgency within the US defense community cognizant of this prospect, the 
Pentagon has authored several AI- related programs and initiatives designed to protect US dom-
inance on the modern digitized battlefield.

Third, and related to the previous finding, in the development of security technologies, 
evocations of the Cold War- era space race do not accurately capture the nature of this rapid and 
expansive disruptive technological phenomena. Instead, compared to the bipolar features of the 
US– Soviet struggle, this innovation arms race intimates more multipolar characteristics. Above 
all, the dual- use and commercial drivers of the advances in emerging security technology will 
likely narrow the innovation gap separating great powers in the Indo- Pacific –  chiefly the US 
and China –  and other technically advanced small- medium powers in the region. In the longer 
term, these emerging powers will become critical influencers in shaping security, economics, 
and global norms in dual- use security technology.

In the case of military- centric technologies, however, several coalescing features of this 
trend –  hardware constraints, machine- learning algorithmic complexity, and the resources and 
know- how to deploy military- centric AI code –  will likely in the near- term constrain the 
fusion of these security technologies with weapon systems. In turn, these constraints could 
further concentrate and consolidate the leadership in the development of these critical techno-
logical enablers amongst the current military great powers (i.e., China, the United States, 
and to a lesser degree Russia), causing resurgent bi- polar strategic competition. As China 
approaches parity (and possibly surpasses) the US in several emerging security technologies 
fields like AI, therefore, it will increasingly view any technological progress by China through 
a national security lens, and broader US– China geopolitical tensions in the Indo- Pacific and 
globally (Waltz, 1979).
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Note
 1 Recent progress in AI falls within two distinct fields: (1) ‘narrow’ AI, and particularly, machine learning; 

(2) ‘general’ AI, which refers to AI with the scale and fluidity akin to the human brain.
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