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Abstract

Today, with the rapid growth of Internet technology, the changing trend of real estate finance

has brought great an impact on the progress of the social economy. In order to explore the

visual identification (VI) effect of Convolutional Neural Network and Long Short-Term Mem-

ory (CNN-LSTM) algorithm based on neural network optimization on China’s real estate

index and stock trend, in this study, artificial neural network (ANN) algorithm is introduced to

predict its trend. Firstly, LSTM algorithm can effectively solve the problem of vanishing gra-

dient, which is suitable for dealing with the problems related to time series. Secondly, CNN,

with its unique fine-grained convolution operation, has significant advantages in classifica-

tion problems. Finally, combining the LSTM algorithm with the CNN algorithm, and using the

Bayesian Network (BN) layer as the transition layer for further optimization, the CNN-LSTM

algorithm based on neural network optimization has been constructed for the VI and predic-

tion model of real estate index and stock trend. Through the performance verification of the

model, the results reveal that the CNN-LSTM optimization algorithm has a more accurate

prediction effect, the prediction accuracy is 90.55%, and the prediction time is only 52.05s.

At the same time, the significance advantage of CNN-LSTM algorithm is verified by statisti-

cal method, which can provide experimental reference for intelligent VI and prediction of

trend of China real estate index and property company stocks.

1. Introduction

Since the establishment of the People’s Republic of China, the real estate industry has experi-

enced a long development process. Since the beginning of the 21st century, the price of real

estate is increasing at an astonishing speed, and the real estate bubble is vulnerable to the

impact of the subprime crisis. People borrow large amounts of money from banks to buy

houses. Many individuals owe more than 60% of the total value of their homes. Banks sell loan

certificates at relatively low prices to financial institutions, which package housing loans as

financial products and sell them to investors [1–3]. Once the real estate bubble bursts, the real

estate market collapses and housing prices plummet. Buyers and investors of financial prod-

ucts will face a crisis. During the subprime crisis, buyers took on above-market loans to buy
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homes. Many individuals defaulted on mortgages because they could not pay, banks could not

collect loans, and capital chains were broken. Businesses could not borrow, and all types of

businesses shrank [4]. Therefore, accurate prediction of the development trend of the real

estate industry has become the focus of scholars in related fields.

The continuous optimization of AI algorithms has also promoted, intellectualized, and

innovated real estate finance. In real estate, predicting financial stock returns is the most direct

econometric or statistical method to analyze the market trend [5]. As one of the AI algorithms,

Deep Learning (DL) can use historical prices, technical indicators, and other information to

mine hidden change rules and patterns in the stock market or futures market. DL can predict

stock prices (through regression) and stock trends (through classification) [6, 7]. Among

many DL algorithms, the Convolutional Neural Network (CNN) can reduce the number of

parameters. Meanwhile, it extracts useful features by connecting the convolutional layer with

the previous layer through local connection and weight sharing [8]. A Recurrent Neural Net-

work (RNN) establishes weight connections between neurons in the same layer. As a result,

the hidden layer state of the last moment is included in calculating the current moment, and

Long Short-Term Memory (LSTM) introduces the cell state. It solves the vanishing gradient in

traditional RNN and effectively learns the relationship before and after the time series [9].

Therefore, fusing DL algorithm models with different advantages might optimize the perfor-

mance of predicting the trend of the real estate industry.

To sum up, with the continuous improvement and optimization of AI algorithms, the real

estate index and the trend of stock are influenced by many factors and are extremely open.

Intelligent prediction of the real estate indexes and the stock trend is of great practical value to

social and economic development. Thereupon, the innovation of this study is that aiming at

the openness of the real estate finance field, while improving the RNN algorithm, it further

introduces CNN with less application to optimize the algorithm model. Finally, the LSTM

algorithm is combined with the CNN algorithm, and the BN layer is used as the transition

layer for further optimization. The CNN-LSTM algorithm based on DL optimization is con-

structed to predict the real estate index and stock trend, thereby providing a reference for the

subsequent intelligent forecast of the real estate index and stock trend and the structure opti-

mization of property companies.

2. Literature review

2.1 Application status of DL algorithms in the financial field

Financial time series data often contain noise and non-stationary behavior in the stock and

index samples. It is very challenging for the business community and researchers to model and

forecast the real estate price. Many scholars in related fields have conducted research. Abuali-

gah & Diabat (2021) analyzed Sine Cosine Algorithm (SCA), and verified SCA’s performance

on similar algorithms through a series of computational experiments [10]. Hou et al. (2021)

proposed a hybrid model based on Graph Convolutional Network (GCN) and LSTM for pre-

dicting the stock market. This model was expected to be used in applications with hidden spa-

tial correlation to improve time series prediction [11]. Althelaya et al. (2021) established a

Deep Neural Network (DNN)-based stock price prediction model. They fused DL with multi-

resolution analysis to enhance stock prediction accuracy. The model was proven effective over

other models in evaluating the time series of the S&P 500 index [12]. Song et al. (2021) put for-

ward a filling-based Fourier transform denoising algorithm. The algorithm eliminated the

spectral-domain noisy waveform of monetary time-sequence data and ameliorated informa-

tion differences on both sides when recovering to the initial time sequences. The authors fore-

casted the closing prices of the S&P 500 index, the Shanghai Composite Index, and the Korean
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Kospi Index. Thus, integrating the DL model and the denoising technique improved the pri-

mary model’s prediction performance and alleviated the time delay problem [13]. Kamara

(2022) studied an end-to-end algorithm for stock price prediction by adding DL to the Atten-

tion Mechanism to extract stock data information. This scheme performed dramatically better

than independent DL schemes, statistical algorithms, and other Machine Learning models in

experiments [14]. Song et al. (2023) combined the DL method with the generalized autoregres-

sive conditional heteroskedasticity and mixed data sampling (GARCH-MIDAS) model to pre-

dict the volatility of the stock market containing low-frequency macroeconomic variables to

process mixed-frequency data. Compared with the existing model algorithm, the results have

the best prediction effect [15].

2.2 The development status of real estate finance using intelligent

algorithm optimization

Real estate is a complex industry with many influencing factors. It is of great significance to

understand its development status for socio-economic development. Abualigah et al. (2021)

proposed a new population-based optimization method. Through experimental analysis, it

was found that this method can obtain the predicted optimal solution when applied to practi-

cal engineering [16]. Lv et al. (2021) argued that the constructed vertical market system was

very stable from the perspective of the vertical market. Self-operated retailers had more advan-

tages, providing an experimental reference for future Smart City construction and economic

development [17]. Zhao et al. (2021) designed the Cumulative Prospect Theory-based Interac-

tive and Multicriteria Decision Making (CPT-TODIM) method to obtain the attribute weight

and improve the calculation’s rationality. The discussed method was applied to stock invest-

ment selection, and the stock investment selection was demonstrated based on the proposed

method [18]. Yang et al. (2022) applied the Particle Swarm Optimization (PSO) algorithm

based on double-bottom mapping to cluster real estate-related data collected from public web-

sites. Three basic variables of real estate prices were revealed: money supply, population, and

rent. The finding could help the government manage the relationship between rent and the

real estate market [19].

2.3 Summary

Based on the research and analysis of the above scholars, the DL algorithm has been widely

applied in the financial field, and it is feasible for analyzing the relevant results. Mostly, RNN is

used for modeling the financial time series. Research on using CNN to predict stocks is rare.

Although many scholars try to predict the financial trend of indexes and stocks, some changes

have taken place in the real estate industry under the influence of intelligent environment, so

there is still a great unknown and research blank. Thereby, in this study, aiming at the open-

ness of the real estate finance field, while improving the RNN algorithm, CNN with less appli-

cation is introduced to further optimize the algorithm model. Through an exploration of the

prediction of indexes and stocks in the real estate field, different experiences are provided for

the subsequent trend and development of the real estate field.

3. Use the CNN-LSTM algorithm optimized by DL to predict,

evaluate, and analyze the real estate index and stock trend

3.1 Real estate index and stock data preprocessing analysis

As a key component of the social economy, the real estate industry has a crucial economic

value for predicting index and stock trends. The predicting model’s prediction accuracy and
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training speed are often affected by the high noise, missing value, and inconsistency in the

original real estate index and stock data. Therefore, the financial time series must be prepro-

cessed first, as in Fig 1. The missing values can be preprocessed by deleting or interpolation

[20, 21]. The stock data are volatile and noisy. The interpolation method can fill the missing

data. However, there might be a large gap between the filled value and the real value, thus

affecting the model accuracy. Accordingly, this study chooses to delete the missing values.

The original data’s closing price and trading volume show that the order of magnitude of

different characteristic data is quite different. Thus, the data must be normalized. All indicators

are processed in the same order of magnitude, and the data are transformed into values

between specified intervals. Finally, the influence of outliers and extreme values are avoided

indirectly through centralization, which speeds up the convergence speed and improves the

accuracy of the optimal solution found. Normalization methods cover min-max, log function

transformation, and Z-Score [22].

First, min-max standardization. The output value is mapped between [0, 1] by linearly

changing the original data. When new data is added, max and min may change and need to be

calculated again. The conversion function of data x is illustrated in Eq (1):

~x ¼
x � min

max � min
ð1Þ

Here, ~x refers to the normalized result of x, min, and max represent the minimum and max-

imum values of the sample data, respectively.

Second, log function conversion. Data are converted by log function with base 10 by Eq (2):

~x ¼
log

10
ðxÞ

log
10
ðmaxÞ

ð2Þ

In Eq (2), max stands for the maximum value of sample data. All data must be�1 before

log function conversion.

Third, Z-Score normalization. The mean value of the processed index and stock data is 0,

and the standard deviation is 1. In this way, the data are normalized to standard distributed

Fig 1. Real estate index and stock data preprocessing.

https://doi.org/10.1371/journal.pone.0282159.g001
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data. The transformation function is as follows:

~x ¼
x � m
s

ð3Þ

In Eq (3), μ is the mean of the sample, σ denotes the standard deviation of the sample.

In this study, the input characteristics of all real estate indexes and stocks are normalized

using the Z-Score method, and the mean and variance are taken as the normalization parame-

ters. The normalization on returns is as follows:

~rst ¼
rst � m

s

ss
ð4Þ

~rst refers to the normalized result of the return rst .

3.2 DL algorithm and its improvement analysis

As one of the DL algorithms, CNN is a feature extractor with excellent performance and a high

degree of automation. The trend of the real estate index and stock can be predicted and recog-

nized by CNN. The end-to-end method eliminates the process of manual feature extraction

and excessively extract its interior semantic characteristics [23, 24]. The basic flow of CNN is

drawn in Fig 2.

In Fig 2, the CNN-based real estate index and stock prediction model covers a convolu-

tional layer, pooling layer, and fully connected (FC) layer. As the most vital hierarchical struc-

ture, the convolutional layer can extract feature information from input image data. Multiple

feature maps representing image data can be obtained through feature extraction of the convo-

lutional layer. Each characteristic graph indicates a kind of internal semantic characteristic

data of image data [25]. The following are the structure parameter settings. ① Input feature

mapping group. Each slice matrix Xd 2 □H�W in the 3D tensor X 2 □H�W�D is an input feature

Fig 2. Basic flow of CNN applied to real estate index and stock.

https://doi.org/10.1371/journal.pone.0282159.g002
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mapping, 1� d� D.②Output feature mapping group. Each slice matrix YP 2 □H0�W0 in the

3D tensor Y 2 □H0�W0�P is an output feature mapping, 1�p�P. ③ Convolution kernel (CK).

All slice matrices in the four-dimensional tensor are two-dimensional CKs, 1� d� D, and 1�

p� P. Among the above three design parameters, multiple convolution filters

fWp;1;Wp;2; � � � ;Wp;D : W 2 □h�w�D�Pg are applied to the input feature mapping group

fX1;X2; � � � ;XD : X 2 □H�W�Dg for calculation. The characteristic mapping results produced

by convolution filters are summed up. Then the output of the convolution layer is obtained by

adding the bias b, as follows:

Zp ¼Wp � X þ bp ¼
XD

d¼1

Wp;d � Xd þ bp ð5Þ

In Eq (5),W 2 □h�w�D�P is often a channel CK. Then, the subsequent output feature map-

ping is obtained by calculating the nonlinear activation function (NAF) by Eq (6):

Yp ¼ f ðZpÞ ð6Þ

Here, f(.) is the NAF.

The pooling layer, as known as the sub-collection layer, is responsible for selecting and

reducing gained characteristic vectors to streamline the parameters. Commonly used pooling

layers are maximum pooling (MaP) and mean pooling (MeP). The MaP layer extracts the max-

imum of neuron nodes in the regional receptive field by Eq (7):

Yd
m;n ¼ max

i2Rdm;n
xi ð7Þ

Here, xi refers to the activation value of each neuron in region R. MeP calculates the average

value of all neural nodes in the local receptive field by Eq (8):

Yd
m;n ¼

1

jRdm;nj

X

i2Rdm;n

xi ð8Þ

The M’×N’ areas of every input characteristic graph Xd are sampled to gain the characteris-

tic graph of the output of the pooling layer Yd ¼ fYd
m;ng, 1� h�H, 1� w�W’. Reducing neu-

ral nodes in the lower pooling layer can make the CNN model rather robust. Local significant

characteristics of image data are extracted so that the network has partial invariant characteris-

tics to image data. Additionally, dimensionality reduction is performed on the output charac-

teristic mapping collection to eliminate model overfitting due to redundant features.

In a FC layer, each unit in the previous layer is connected to all units in the following layer.

Local features are extracted through convolution operation to stitch all the extracted local fea-

tures into a complete data feature map. In this process, various weights need to be assigned to

different features to form the weight matrix (WM). It mainly acts as a "classifier."

In CNN’s error propagation, the error z will be obtained by batch feedforward of n ran-

domly selected samples. The loss function of the l layer can be obtained by Eq (9) and Eq (10).

@z
@ol
¼ 0 ð9Þ

@z
@xl
¼ xl � y ð10Þ

Therefore, there will be two parts of the derivative process for each layer of operation: the
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derivative of the error with respect to the parameter of the l layer @z
@ol

and the derivative of the

error with respect to the input of the l layer @z
@xl. The parameter update @z

@ol
is obtained ωl by tak-

ing the derivative of the error with respect to the parameter by Eq (11):

ol  ol � Z
@z
@ol

ð11Þ

In Eq (11), η refers to the step size of each gradient descent, usually inversely proportional

to the number of training iterations.

The error xl propagates back and forth from the derivative @z
@xl, which can be regarded as the

error signal of the final error transmitted to the l layer. For example, when the error update

derivative is transmitted to the l layer, the error derivative of the l+1 layer is @z
@xlþ1. The updated

value of the l layer parameters can be obtained by calculating the value of @z
@ol

and @z
@xl. According

to the chain rule, Eqs (12) and (13) can be obtained:

@z
@ðvecðolÞ

T
Þ
¼

@z
@ðvecðxlþ1Þ

T
Þ
�
@ðvecðxlþ1ÞÞ

@ðvecðolÞ
T
Þ

ð12Þ

@z
@ðvecðxlÞTÞ

¼
@z

@ðvecðxlþ1Þ
T
Þ
�
@ðvecðxlþ1ÞÞ

@ðvecðxlÞTÞ
ð13Þ

Thus, @z
@xlþ1 can be calculated at l+1 layer and needs to be vectorized and transposed to be

obtained @z
@ðvecðxlþ1ÞT Þ

. This calculation is convenient for parameter updates. Then, the parameters

of this layer are updated according to Eqs (12) and (13), and the error @z
@xl of this layer is passed

to the previous layer. This cycle is repeated until the parameters of the first layer are updated

until a batch parameter update is completed.

RNN, as one of the DL algorithms, is mainly employed to process time series data. Calculat-

ing the connection between distant nodes involves multiple multiplications of the Jacobian

matrix. The RNN-based model can lead to gradient disappearance or gradient inflation. LSTM

is a special RNN model proposed to solve the RNN’s gradient dispersion. In the traditional

RNN, Backpropagation Through Time (BPTT) is used in the training algorithm. When the

time is relatively long, the residual to be returned will decrease exponentially, resulting in a

slow update of network weights. At this time, RNN fails to present a long-term memory.

Thereby, a memory unit is needed to store memory, thus the LSTM model [26, 27]. Fig 3 com-

pares the LSTM and RNN.

Apparently, the biggest difference between RNN and LSTM is that the top layer of LSTM

has an information conveyor belt named "cell state," which is where the information is stored.

The forgetting gate (f), input gate (i), output gate (o), and a memory unit (c) are introduced

into the hidden layer of LSTM for information memory, update, and utilization. Cell state and

hidden state are adopted to store internal state. The forgetting gate is employed to decide

which information needs to be removed from the cell state, that is, "forgetting"; The input gate

is used to select the essential input data to be saved in the cell state, and the state gate further

determines the update approach of the cell state of LSTM based on the input gate. Introducing

message controlled by the forgetting gate can produce additional memory content Ct. The out-

put gate (OG) is used to determine what information needs to be output ht, which will be

selected in the new memory output decision. The calculations involved in LSTM are exhibited
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in Eqs (14)–(19):

ft ¼ sðWf � ½ht� 1; xt� þ bf Þ ð14Þ

it ¼ sðWi � ½ht� 1; xt� þ biÞ ð15Þ

~Ct ¼ tanhðWC � ½ht� 1; xt� þ bCÞ ð16Þ

Fig 3. Comparison of RNN and LSTM structures (a. RNN; b. LSTM).

https://doi.org/10.1371/journal.pone.0282159.g003
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Ct ¼ ft � Ct� 1 þ it � ~Ct ð17Þ

ot ¼ sðWo � ½ht� 1; xt� þ boÞ ð18Þ

ht ¼ ot � tanhðCtÞ ð19Þ

In Eqs (14) to (19), Wf refers to the WM of the OG, xt is the current input, ht represents the

output of the previous step, and b denote the bias term. Wi means the WM of the OG, WC

stand for the WM generated by the cell state. Wo signifies the WM of the OG.

LSTM is a threshold RNN. In other words, the weight of the self-loop is changed by increas-

ing the input threshold, forgetting threshold, and output threshold. In this way, the integration

scale at different moments can be dynamically changed while the model parameters are fixed.

Thereby, it avoids gradient disappearance or gradient expansion.

The LSTM algorithm is further optimized to predict the stock with a two-layer LSTM, as

signified in Fig 4.

3.3 Construction and analysis of real estate index and stock trend

prediction models using CNN-LSTM algorithm optimized by DL

This section introduces a DL algorithm to predict the real estate index and stock trend. LSTM

algorithm can solve the gradient disappearance problem and can lend to processing financial

time series data well. Meanwhile, with its unique fine-grained convolution operation, CNN

can extract effective feature information from the original input, which has significant advan-

tages in classification problems. Therefore, the advantages of LSTM and CNN are fused. The

BN is introduced in the fusion model as the transition layer. The specific CNN-LSTM algo-

rithm optimized by DL for real estate index and stock trend prediction is demonstrated in

Fig 5.

Fig 4. Schematic diagram of LSTM network applied to real estate index and stock prediction.

https://doi.org/10.1371/journal.pone.0282159.g004
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In Fig 5, a cycle’s real estate index and stock trend data are first converted into 2D image

data, and then features are extracted through CNN. Specifically, the inventory sequence is

defined as:

Xr�m ¼ ½x1;x2; . . . ; xr� 1; xr� ð20Þ

Fig 5. The prediction model framework of real estate index and stock trend based on CNN-LSTM algorithm

optimized by DL.

https://doi.org/10.1371/journal.pone.0282159.g005
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Here, each x is an m-dimensional vector, so the result is r times the matrix form of m.

Therefore, the features of this matrix can be extracted through CNN. Then, 64 filters are used

for feature extraction and then activated with the ReLu function. Then Max pooling is used for

pooling, and Dropout with a probability of 0.3 is added to prevent overfitting. Finally, a

sequence is an output as input to the subsequent LSTM. Finally, financial time series are mod-

eled by optimizing the two-layer LSTM algorithm to extract feature maps.

In the real estate index and stock trend prediction, the volume and price characteristics are

composed of stock volume and price information. The correlation return characteristics are

composed of multiple stock returns with high correlation.

The volume-price feature uses information such as opening price, closing price, and stock

trading volume to make forecasts. The experiment uses the data of the first 30 days to predict

the price trend of the next day. The daily volume and price characteristics of each stock

featurest are expressed by Eqs (21) and (22):

featurest ¼ ½price
s
t� 29

; pricest� 28
; � � � ; pricest� ð21Þ

pricest ¼ ½opent; hight; closet; lowt; volumnt; amountt� ð22Þ

Here, pricest refers to the volume and price characteristics of the real estate index and stock s
on the day t, including the opening price opent, highest price hight, closing price closet, lowest

price lowt, trading volume volumnt and trading volume amountt of the stock in turn.

Related return characteristics can affect other related real estate indexes and the future

price of stocks. Therefore, K highly correlated real estate indexes and stock returns are used to

construct characteristics for these stocks:

featuret ¼ ½returnt� 29; returnt� 28; � � � ; returnt� ð23Þ

returnt ¼ ½~r
1

t ;~r
2

t ; � � � ;~r
R
t � ð24Þ

returnt means the return list of K stocks on day t.

3.4 Simulation and simulation analysis

The purpose is to verify the performance of the proposed CNN-LSTM algorithm optimized by

DL in predicting real estate indexes and stock. Matlab is used for simulation. The date, open-

ing, high, close, low, and turnover of Sohu Securities China Real Estate Index (399241), Poly

Development (600048), Gedi Group (600383), and Nanshan Holdings (002314) are collected

by tushare for the experiment. The data cover November 12, 2019, to May 12, 2022.

Firstly, the model reported here is compared the CNN, LSTM, and the proposed

CNN-LSTM optimized by DL in predicting the closing price of real estate indexes and stocks

to verify its universality. Table 1 lists the parameter configuration of CNN, LSTM, and

CNN-LSTM.

The statistical methods of ANOVA and T-test are applied to compare the algorithms, so as

to determine whether there are major differences between the proposed algorithm and other

comparison algorithms [28]. For this test, the statistical hypothesis can be expressed as follows.

Null hypothesis (H0) indicates that the difference between the two groups is not significant.

Alternative hypothesis (H1) indicates that there is an obvious difference between the means of

the two groups of the population, that is, there is a difference. Furthermore, the CNN, LSTM,

and the proposed CNN-LSTM optimization algorithm are compared and analyzed with the

prediction accuracy and time required by the model algorithm proposed by Kamara (2022)

and Song et al. (2023) scholars in related fields.
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The proposed CNN-LSTM model’s neural network hyperparameters are set. The number

of iterations is 80, the simulation time is 2,000s, and the Batch Size is 128. At the same time,

hardware and software are configured with a Linux 64bit operating system, Python 3.6.1, and

the PyCharm development platform; Intel core i7-7700@4. 2GHz 8 Cores CPU, Kingston

DDR4 2400MHz 16G RAM, and Nvidia GeForce 1060 8G GPU.

4. Results and discussions

4.1 Comparative analysis of prediction performance of each model

algorithm

The CNN, LSTM, and the proposed CNN-LSTM algorithm are used to predict the closing

price of China Real Estate Index (399241), Poly Development (600048), Gedi Group (600383),

and Nanshan Holdings (002314). Figs 6–8 plot and compare the results.

Each real estate index and stock is forecasted by using CNN algorithm in Fig 6. Evidently,

the trend in predicting real estate indexes and stocks of China Real Estate Index (399241), Poly

Development (600048), Gemdale Group (600383), and Nanshan Holdings (002314) is consis-

tent with the actual value. However, the accuracy of predicting the maximum and the mini-

mum values is still low.

The real estate index and stock are predicted using the LSTM algorithm in Fig 7. The per-

formance of LSTM is different in different stocks. In particular, the prediction of the China

real estate index (399241) is most consistent with the actual value. This may be because the

China Real Estate index (399241) is composed of a combination of stocks in related fields,

which is compatible with other stocks. The trend of Poly Development (600048), Gemdale

Group (600383), and Nanshan Holdings (002314) can be clearly predicted. However, its pre-

diction accuracy is not as high as that of the China Real Estate Index (399241). Thus, with

Table 1. Parameter configuration of the CNN, LSTM, and CNN-LSTM algorithm.

Name Output dimension value

CNN input (batch, 30, 6, 1)

conv1 (batch, 30, 6, 32)

conv2 (batch, 30, 6, 64)

pool (batch, 15, 3, 64)

dropout (batch, 15, 3, 64)

dense (batch, 64)

output (batch, 2)

LSTM input (batch, 30, 6)

lstm1 (batch, 30, 32)

lstm2 (batch, 64)

output (batch, 2)

CNN-LSTM input (batch, 30, 6)

lstm (batch, 30, 32)

reshape (batch, 30, 32, 1)

batch_normalization (BN) (batch, 30, 32, 1)

conv (batch, 30, 32, 32)

pool (batch, 15, 16, 32)

dropout (batch, 7680)

dense (batch, 32)

output (batch, 2)

https://doi.org/10.1371/journal.pone.0282159.t001
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memory nodes, LSTM can better learn the context between time series and has a natural

advantage in stock trend prediction.

Besides, the CNN-LSTM proposed here predicts the trend of real estate index and stock in

Fig 8. Under the proposed model, not only the trend of China Real Estate Index (399241), Poly

Development (600048), Gemdale Group (600383), and Nanshan Holdings (002314) is effec-

tively predicted, but the predicted value is very similar to the actual value. On the one hand,

this may be because CNN’s convolutional layer well supplements LSTM in processing input

images. On the other hand, LSTM can record historical information and learn the relationship

between time series. The CNN-LSTM algorithm consists of two LSTM layers and one

Fig 6. The result of predicting the trend of real estate index and stock based on the CNN algorithm compared with the actual value (a. China Real Estate

Index (399241); b. Poly Development (600048); c. Gemdale Group (600383); d. Nanshan Holdings (002314).

https://doi.org/10.1371/journal.pone.0282159.g006
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convolution layer, integrating the characteristics of LSTM and CNN and achieving an excellent

prediction effect.

Subsequently, the Root Mean Square Error (RMSE) of China Real Estate Index (399241),

Poly Development (600048), Gemdi Group (600383), and Nanshan Holdings (002314) under

CNN, LSTM, and CNN-LSTM algorithms are calculated. The prediction performance of the

three algorithms is judged. RMSE and its average values under CNN, LSTM and CNN-LSTM

algorithms are outlined in Table 2.

In Table 2, the purpose is to judge the prediction performance of CNN, LSTM, and

CNN-LSTM. Obviously, CNN-LSTM has the highest RMSE, followed by the LSTM algorithm,

and the CNN algorithm has the worst prediction performance. This is because two LSTM layers

Fig 7. The comparison of the trend of real estate index and stock based on the LSTM algorithm with the actual value (a. China Real Estate Index

(399,241); b. Poly Development (600048); c. Gemdale Group (600383); d. Nanshan Holdings (002314).

https://doi.org/10.1371/journal.pone.0282159.g007
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Fig 8. The proposed CNN-LSTM algorithm predicting the trend of real estate index and stock (a. China Real Estate Index (399,241); b. Poly Development

(600048); c. Gemdale Group (600383); d. Nanshan Holdings (002314).

https://doi.org/10.1371/journal.pone.0282159.g008

Table 2. RMSE and its average values under CNN, LSTM and CNN-LSTM algorithms.

China Real Estate Index

(399241)

Poly Development (600048) Gemdale Group

(600383)

Nanshan Holdings.

(002314)

The average value of

RMSE

CNN-LSTM 0.067 0.038 0.045 0.032 0.046

LSTM 69.135 0.911 1.030 0.350 17.857

CNN 86.371 0.507 0.490 0.334 21.926

https://doi.org/10.1371/journal.pone.0282159.t002
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and one convolutional layer are included in the CNN-LSTM. The advantages of LSTM and CNN

are combined to predict the real estate index and stock trend. Therefore, the CNN-LSTM algo-

rithm optimized on DL achieves a more accurate real estate index and stock prediction effect.

4.2 Statistical analysis

The descriptive statistics of the proposed CNN-LSTM algorithm and other comparison model

algorithms are presented in Table 3. The statistical methods of ANOVA and T-test are further

applied to compare the algorithms to determine whether there are major differences between

the proposed algorithm and other comparison algorithms, as expressed in Tables 4 and 5.

In Table 3, through the descriptive statistics of proposed CNN-LSTM, CNN, and LSTM

algorithms, it can be found that the descriptive data of CNN-LSTM algorithm proposed here

are the lowest in measurement of concentration tendency, measurement of uncertainty, mean

value, median value, and mode. LSTM algorithm is second, and CNN algorithm has the high-

est value. Therefore, the descriptive statistical analysis in Table 2 shows the superiority of the

proposed CNN-LSTM algorithm.

The statistical methods of ANOVA test and T-test are further applied to compare the algo-

rithms, and the results are demonstrated in Tables 4 and 5. It can be found that in the ANOVA

test, the proposed CNN-LSTM algorithm has P values less than 0.0001 when compared with

CNN and LSTM. In the t test, it is seen that The P value of the proposed CNN-LSTM algo-

rithm compared with CNN and LSTM shows obvious difference (P<0.01). Thus, the ANOVA

test and T-test present that the proposed CNN-LSTM algorithm has a better prediction effect.

4.3 Comparative analysis of accuracy under different algorithms

The prediction accuracy of CNN algorithm, LSTM algorithm, and the proposed CNN-LSTM

algorithm is compared with that of the model algorithm proposed by Kamara (2022) and Song

et al. (2023), as suggested in Fig 9.

Table 3. The descriptive statistics of the CNN, LSTM, and CNN-LSTM algorithms.

CNN LSTM CNN-LSTM

Number of values 25 25 25

Minimum 0.0004317 0.0003458 0.0001176

25% Percentile 0.0005317 0.0005458 0.0001776

Median 0.0005317 0.0005458 0.0001776

75% Percentile 0.0005317 0.0005458 0.0001776

Maximum 0.0007317 0.0006458 0.0002476

Range 0.00049 0.00041 0.00009

10% Percentile 0.0005117 0.0003958 0.0001476

90% Percentile 0.0007617 0.0005858 0.0002176

Mean 0.0005758 0.0005558 0.0001876

Std. Deviation 0.0000934 0.0000891 0.0000235

Std. Error of Mean 0.0000152 0.0000114 0.0000071

Sum 0.04813 0.03276 0.00875

https://doi.org/10.1371/journal.pone.0282159.t003

Table 4. ANOVA test results of the proposed CNN-LSTM, CNN, and LSTM algorithms.

SS DF MS F (DFn, DFd) P value

Treatment (between columns) 0.000318 5 6.51E-05 F (5, 65) = 176.4 P<0.0001

Residual (within columns) 0.000225 65 3.48E-07 - -

Total 0.000543 70 - - -

https://doi.org/10.1371/journal.pone.0282159.t004
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Overall, the predicted accuracy of all algorithms shows a rapid increase and then basically

remains unchanged until the training is completed on the training set. Among them, the pre-

diction accuracy of this study reaches 90.55%, which is at least 1.74% higher than that of the

Table 5. Descriptive one-sample t test results of the CNN, LSTM, and proposed CNN-LSTM algorithms.

CNN LSTM CNN-LSTM

Theoretical mean 0 0 0

Actual mean 0.000427 0.000331 0.000063

Number of values 25 25 25

One sample t test

t, df t = 62.18, df = 24 t = 47.94, df = 24

P value (two tailed) 0.0001 0.0001

P value summary ���� ����

significant (alpha = 0.05)? Yes Yes

How big is the discrepancy?

SD of discrepancy 0.000427 0.000331

SEM of discrepancy 3.27E-04 4.58E-06

95% confidence interval 7.76E-06 2.15E-06

R squared (partial eta squared) 0.9935 09921

https://doi.org/10.1371/journal.pone.0282159.t005

Fig 9. Influence curve of stock prediction accuracy with increased iterations under different algorithms.

https://doi.org/10.1371/journal.pone.0282159.g009
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model algorithm proposed by other scholars. In addition, the prediction accuracy of each algo-

rithm for real estate index and stock trend in descending order is CNN-LSTM optimization

algorithm >Song et al. (2023)>Kamara (2022)> LSTM algorithm >CNN algorithm. The pre-

diction accuracy’s order is consistent with that of RMSE. Therefore, compared with the model

algorithms, the proposed CNN-LSTM algorithm optimized by DL has significantly better pre-

diction accuracy for the real estate index and stock trend prediction.

The proposed CNN-LSTM algorithm is further compared with the time required for pre-

diction by other model algorithms, as portrayed in Fig 10.

The prediction time required by each algorithm is further compared and analyzed, and the

results are displayed in Fig 10. It can be found that with the increase of the number of itera-

tions, the required prediction time shows a trend of first increasing and then basically

unchanged, that is, convergence is achieved. Compared with other algorithm models, the pre-

diction time required by the CNN-LSTM model algorithm proposed here is basically stable at

52.05s, which is significantly less than the prediction time required by other algorithms. This

may be because the proposed CNN parallel optimization processing combined with LSTM

algorithm can enhance the generalization ability and accelerate the convergence rate of the

model training process. Consequently, the proposed CNN-LSTM optimization algorithm

based on DL can achieve higher prediction effect in a shorter period of time for the real estate

index and stock trend prediction model algorithm.

Fig 10. The influence curve of the time required for stock prediction with the increase of iteration times under different

algorithms.

https://doi.org/10.1371/journal.pone.0282159.g010
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4.4 Discussion

In this study, the performance of CNN-LSTM algorithm based on DL optimization to real

estate index and stock trend prediction model algorithm is analyzed through simulation exper-

iments. Firstly, the CNN, LSTM and the proposed CNN-LSTM algorithms are compared with

the real "closing price" data of China Real Estate Index (399241), Poly Development (600048),

Gedi Group (600383), and Nanshan Holdings (002314), respectively. It can be found that the

proposed CNN-LSTM algorithm can effectively predict each index and the price of stock, and

the predicted value is very close to the actual value. This may be because CNN algorithm

enables the convolution layer to play a better role, while LSTM can record historical informa-

tion and learn the relationship between the time series. The constructed CNN-LSTM optimi-

zation algorithm includes two LSTM layers and one convolutional layer, which integrates the

characteristics of the LSTM model and the CNN model, so as to achieve a more accurate pre-

diction effect. The optimization effect of this algorithm is consistent with that of the algorithm

proposed by Abualigah et al. (2021) [29].

The performance of the proposed algorithm is further analyzed from the perspective of sta-

tistics. After the application of ANOVA test and T-test, it is obvious that the P values of the

proposed CNN-LSTM algorithm compared with CNN and LSTM are less than 0.0001, with

significant statistical difference. Thus, the effective prediction advantage of the constructed

CNN-LSTM optimization algorithm has its mathematical basis, which is consistent with the

views of Ibrahim et al. (2021) [30] and Salamai et al. (2021) [31].

5. Conclusion

China’s commercial real estate volume and potential are huge. The combination of commer-

cial real estate with tourism, culture, and infrastructure in China plays a crucial role in social

and economic development. Firstly, this study introduces and combines CNN and LSTM algo-

rithms in DL to predict the real estate index and stock trend. Secondly, the proposed

CNN-LSTM is verified by numerous real estate indexes, such as Poly Development, Gemdale

Group, and Nanshan Holdings. Finally, the proposed CNN-LSTM algorithm is more accurate

in predicting the trend of the China real estate index and the stocks of real estate companies. It

significantly contributes to intelligent prediction of the real estate field trend.

6. Limitations and prospects

Of course, there are also some shortcomings in this study. For example, the LSTM-CNN algo-

rithm constructed here only contains two-layer LSTM and one-layer convolution. Although

the prediction accuracy of the proposed model is optimal, the multi-layer LSTM or convolu-

tional layer can still be considered to further optimize the network structure in the subsequent

work. Moreover, factors such as domestic and foreign policy environment, economic situa-

tion, corporate financial statements and executive personnel changes are not taken into

account in the model. Meanwhile, if the stock trading is carried out by T+1 strategy, frequent

trading will involve high commission fees. These factors may have an impact on the future

trend of the stock, and further introducing relevant factors into it is also the direction of subse-

quent exploration.
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