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Abstract
The transporter systems of Oliver and Ventura and the
localities of Chermak are classes of algebraic structures
that model the 𝑝-local structures of finite groups. Other
than the transporter categories and localities of finite
groups, important examples include centric, quasicen-
tric, and subcentric linking systems for saturated fusion
systems. These examples are, however, not defined in
general on the full collection of subgroups of the Sylow
group.We study here punctured groups, a short name for
transporter systems or localities on the collection of non-
identity subgroups of a finite 𝑝-group. As an application
of the existence of a punctured group, we show that the
subgroup homology decomposition on the centric col-
lection is sharp for the fusion system. We also prove a
Signalizer Functor Theorem for punctured groups and
use it to show that the smallest Benson–Solomon exotic
fusion system at the prime 2 has a punctured group,
while the others do not. As for exotic fusion systems at
odd primes 𝑝, we survey several classes and find that
in almost all cases, either the subcentric linking sys-
tem is a punctured group for the system, or the system
has no punctured group because the normalizer of some
subgroup of order 𝑝 is exotic. Finally, we classify punc-
tured groups restricting to the centric linking system
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for certain fusion systems on extraspecial 𝑝-groups of
order 𝑝3.

MSC 2020
20D05, 20D20, 20J06, 55R35 (primary)

1 INTRODUCTION

Let be a fusion system over the finite𝑝-group 𝑆. Thus, is a categorywith objects the subgroups
of 𝑆, and with morphisms injective group homomorphisms that contain among them the conju-
gation homomorphisms induced by elements of 𝑆 plus one more weak axiom. A fusion system is
said to be saturated if it satisfies two stronger “saturation” axioms that were originally formulated
by Puig [47] and reformulated by Broto, Levi, and Oliver [8]. Those axioms hold whenever 𝐺 is a
finite group, 𝑆 is a Sylow 𝑝-subgroup of 𝐺, and Hom (𝑃, 𝑄) = Hom𝐺(𝑃, 𝑄) is the set of conjuga-
tion maps 𝑐g from 𝑃 to 𝑄 that are induced by elements g ∈ 𝐺. The fusion system of a finite group
is denoted 𝑆(𝐺).
A saturated fusion system  is said to be exotic if it is not of the form 𝑆(𝐺) for any finite group

𝐺 with Sylow 𝑝-subgroup 𝑆. The Benson–Solomon fusion systems at 𝑝 = 2 form one family of
examples of exotic fusion systems [1, 35]. They are essentially the only known examples at the
prime 2, and they are in some sense the oldest known examples, having been studied in the early
1970s by Solomon in the course of the classification of finite simple groups (although not with the
more recent categorical framework in mind) [49]. In contrast with the case 𝑝 = 2, a fast-growing
literature describes many exotic fusion systems on finite 𝑝-groups when 𝑝 is odd.
In replacing a group by its fusion system at a prime, one retains information about conjuga-

tion homomorphisms between 𝑝-subgroups, but otherwise loses information about the group
elements themselves. It is therefore natural that a recurring theme throughout the study of satu-
rated fusion systems is the question of how to “enhance” or “rigidify” a saturated fusion system to
make it again more group-like, and also to study which fusion systems have such rigidifications.
The study of the existence and uniqueness of centric linking systems was a first instantiation

of this theme of rigidifying saturated fusion systems. A centric linking system is an important
extension category of a fusion system that provides just enough algebraic information to recover
a 𝑝-complete classifying space. For example, it recovers the homotopy type of the 𝑝-completion of
𝐵𝐺 in the case where  = 𝑆(𝐺). Centric linking systems of finite groups are easily defined, and
Oliver proved that the centric linking systems of finite groups are unique [38, 39]. Then, Chermak
proved that each saturated fusion system, possibly exotic, has a unique associated centric linking
system [14]. A proof that does not rely on the classification of finite simple groups can be obtained
through [24, 41].
More generally, there are at least two frameworks for considering extensions, or rigidifications,

of saturated fusion systems: the transporter systems of Oliver and Ventura [45] and the localities of
Chermak [14]. In particular, one can consider centric linking systems in either setting. While cen-
tric linking systems in either setting have a specific set of objects, the object sets in transporter
systems and localities can be any conjugation-invariant collection of subgroups that is closed
under passing to overgroups. The categories of transporter systems and isomorphisms andof local-
ities and isomorphisms are equivalent [14, appendix] and [25, Theorem 2.11]. However, depending
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 23

on the intended application, it is sometimes advantageous to work in the setting of transporter
systems, and sometimes in localities. The reader is referred to Section 2 for an introduction to
localities and transporter systems.
In this paper, we study punctured groups. These are transporter systems, or localities, with

objects the nonidentity subgroups of a finite 𝑝-group 𝑆. To motivate the terminology, recall
that every finite group 𝐺 with Sylow 𝑝-subgroup 𝑆 admits a transporter system 𝑆(𝐺) whose
objects are all subgroups of 𝑆 and Mor (𝑃, 𝑄) = 𝑁𝐺(𝑃, 𝑄), the transporter set consisting of all
g ∈ 𝐺 that conjugate 𝑃 into 𝑄. Conversely, [45, Proposition 3.11] shows that a transporter sys-
tem  whose set of objects consists of all the subgroups of 𝑆 is necessarily the transporter
system 𝑆(𝐺) where 𝐺 = Aut (1), and the fusion system  with which  is associated is
𝑆(𝐺). Thus, a punctured group  is a transporter system whose object set is missing the
trivial subgroup, an object whose inclusion forces  to be the transporter system of a finite
group.
If we consider localities rather than transporter systems, then the punctured group of 𝐺 is

the locality S ∗(𝑆)(𝐺) ⊆ 𝐺 consisting of those elements g ∈ 𝐺 that conjugate a nonidentity sub-
group of 𝑆 back into 𝑆. This is equipped with themultivariable partial product𝑤 ∶= (g1, … , g𝑛) ↦
g1⋯ g𝑛, defined only when each initial subword of the word𝑤 conjugates some fixed nonidentity
subgroup of 𝑆 back into 𝑆. Thus, the product is defined on words that correspond to sequences
of composable morphisms in the transporter category  ∗

𝑆
(𝐺). See Definition 2.6 for more

details.
By contrast with the existence and uniqueness of linking systems, we will see that punctured

groups for exotic fusion systems do not necessarily exist. The existence of a punctured group for
an exotic fusion system seems to indicate that the fusion system is “close to being realizable” in
some sense. Therefore, considering punctured groupsmight provide some insight into how exotic
systems arise.
It is also not reasonable to expect that a punctured group is unique when it does exist. To give

one example, the fusion systems𝑃𝑆𝐿2(𝑞)with 𝑞 ≡ 9 (mod 16) all have a single class of involutions
and equivalent fusion systems at the prime 2. On the other hand, the centralizer of an involution is
dihedral of order 2(𝑞 − 1), so the associated punctured groups are distinct for distinct 𝑞. Examples
like this one occur systematically in groups of Lie type in nondefining characteristic. Later we
will give examples of realizable fusion systems with punctured groups that do not occur as a full
subcategory of the punctured group of a finite group.
We will now describe our results in detail. To start, we present a result that gives some

motivation for studying punctured groups.

1.1 Sharpness of the subgroup homology decomposition

As an application of the existence of the structure of a punctured group for a saturated fusion
system  , we prove that it implies the sharpness of the subgroup homology decomposition for
that system. Recall from [8, Definition 1.8] that given a 𝑝-local finite group (𝑆, ,) its classifying
space is the Bousfield–Kan𝑝-completion of the geometric realization of the category. This space
is denoted by ||∧𝑝 .
The orbit category of  , see [8, Definition 2.1], is the category () with the same objects as 

and whose morphism setsMor()(𝑃, 𝑄) is the set of orbits of (𝑃, 𝑄) under the action of Inn(𝑄).
The full subcategory of the -centric subgroups is denoted( 𝑐). For every 𝑗 ⩾ 0 there is a functor
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24 HENKE et al.

𝑗 ∶ ( 𝑐)op → ℤ(𝑝)-𝔪𝔬𝔡:

𝑗 ∶ 𝑃 ↦ 𝐻𝑗(𝑃; 𝔽𝑝), (𝑃 ∈ ( 𝑐)).

The stable element theorem for 𝑝-local finite groups [8, Theorem B, see also Theorem 5.8] asserts
that for every 𝑗 ⩾ 0,

𝐻𝑗(||∧𝑝; 𝔽𝑝) ≅ lim
←  
( 𝑐)

𝑗 = lim
←  

𝑃∈( 𝑐)

𝐻𝑗(𝑃; 𝔽𝑝).

The proof of this theorem in [8] is indirect and requires heavy machinery such as Lannes’s 𝑇-
functor theory. From the conceptual point of view, the stable element theorem is only a shadow
of a more general phenomenon. By [8, Proposition 2.2], there is a functor

𝐵̃ ∶ ( 𝑐) → Top

with the property that 𝐵̃(𝑃) is homotopy equivalent to the classifying space of 𝑃 (denoted 𝐵𝑃) and
moreover there is a natural homotopy equivalence

|| ≃ hocolim
( 𝑐)

𝐵̃.

The Bousfield–Kan spectral sequence for this homotopy colimit [6, chapter XII, section 4.5] takes
the form

𝐸
𝑖,𝑗
2
= lim

←  
𝑖

( 𝑐)op

𝑗 ⇒ 𝐻𝑖+𝑗(||∧𝑝; 𝔽𝑝)
and is called the subgroup decomposition of (𝑆, ,). We call the subgroup decomposition sharp,
see [20], if the spectral sequence collapses to the vertical axis, namely 𝐸𝑖,𝑗

2
= 0 for all 𝑖 > 0. When

this is the case, the stable element theorem is a direct consequence. Indeed, whenever  is
induced from a finite group 𝐺 with a Sylow 𝑝-subgroup 𝑆, the subgroup decomposition is sharp
(and the stable element theorem goes back to Cartan–Eilenberg [13, Theorem XII.10.1]). This fol-
lows immediately from Dwyer’s work [20, section 1.11] and [7, Lemma 1.3], see, for example, [18,
Theorem B].
It is still an open question as towhether the subgroupdecomposition is sharp for every saturated

fusion system. We will prove the following theorem.

Theorem 1.1. Let  be a saturated fusion system that affords the structure of a punctured group.
Then the subgroup decomposition on the  -centric subgroups is sharp. In other words,

lim
←  

𝑖

( 𝑐)op

𝑗 = 0

for every 𝑖 ⩾ 1 and 𝑗 ⩾ 0.

We will prove this theorem in Section 3. We remark that our methods apply to any functor 
which in the language of [18] is the pullback of aMackey functor on the orbit category of denoted
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 25

() such that(𝑒) = 0where 𝑒 ⩽ 𝑆 is the trivial subgroup. In the absence of applications in sight
for this level of generality, we have confined ourselves to the functors = 𝑗 .

1.2 Signalizer functor theorem for punctured groups

It is natural to ask for which exotic fusion systems punctured groups exist. We will answer this
question for specific families of exotic fusion systems. As a tool for proving the nonexistence of
punctured groups we define and study signalizer functors for punctured groups thus mirroring a
concept from finite group theory.

Definition 1.2. Let (, Δ, 𝑆) be a punctured group. If 𝑃 is a subgroup of 𝑆, write 𝑝(𝑃) for the
set of elements of 𝑃 of order 𝑝. A signalizer functor of (, Δ, 𝑆) on elements of order 𝑝 is a map
𝜃 from 𝑝(𝑆) to the set of subgroups of , which associates to each element 𝑎 ∈ 𝑝(𝑆) a normal
𝑝′-subgroup 𝜃(𝑎) of 𝐶(𝑎) such that the following two conditions hold.

∙ (Conjugacy condition) 𝜃(𝑎g ) = 𝜃(𝑎)g for any g ∈  and 𝑎 ∈ 𝑝(𝑆) such that 𝑎g is defined and
an element of 𝑆.

∙ (Balance condition) 𝜃(𝑎) ∩ 𝐶(𝑏) ⩽ 𝜃(𝑏) for all 𝑎, 𝑏 ∈ 𝑝(𝑆) with [𝑎, 𝑏] = 1.

Notice in the above definition that, as (, Δ, 𝑆) is a punctured group, for any 𝑎 ∈ 𝑆, the
normalizer 𝑁(⟨𝑎⟩) and thus also the centralizer 𝐶(𝑎) is a subgroup.

Theorem 1.3 (Signalizer functor theorem for punctured groups). Let (, Δ, 𝑆) be a punctured
group and suppose 𝜃 is a signalizer functor of (, Δ, 𝑆) on elements of order 𝑝. Then

Θ̂ ∶=
⋃

𝑥∈𝑝(𝑆)

𝜃(𝑥)

is a partial normal subgroup of  with Θ̂ ∩ 𝑆 = 1. In particular, the canonical projection 𝜌∶  →

∕Θ̂ restricts to an isomorphism 𝑆 → 𝑆𝜌. Upon identifying 𝑆with 𝑆𝜌, the following properties hold.

(a) (∕Θ̂, Δ, 𝑆) is a locality and 𝑆(∕Θ̂) = 𝑆().
(b) For each𝑃 ∈ Δ, the projection𝜌 restricts to an epimorphism𝑁(𝑃) → 𝑁∕Θ̂(𝑃)with kernelΘ(𝑃)

and thus induces an isomorphism𝑁(𝑃)∕Θ(𝑃) ≅ 𝑁∕Θ̂(𝑃).

1.3 Punctured groups for families of exotic fusion systems

Let  be a saturated fusion system on the 𝑝-group 𝑆. If is a locality or transporter system associ-
ated with  , then for each fully  -normalized object 𝑃 of , the normalizer fusion system𝑁 (𝑃)

is the fusion system of the group 𝑁(𝑃) if  is a locality, and of the group Aut(𝑃) if  is a trans-
porter system. This gives an easy necessary condition for the existence of a punctured group: for
each fully  -normalized nonidentity subgroup 𝑃 ⩽ 𝑆, the normalizer 𝑁 (𝑃) is realizable.
Conversely, there is a sufficient condition for the existence of a punctured group:  is of char-

acteristic 𝑝-type, that is, for each fully  -normalized nonidentity subgroup 𝑃 ⩽ 𝑆, the normalizer
𝑁 (𝑃) is constrained. This follows from the existence of linking systems (or similarly linking
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26 HENKE et al.

localities) of a very general kind, a result that was shown in [28, Theorem A] building on the
existence and uniqueness of centric linking systems.
The Benson–Solomon fusion systems Sol(𝑞) at the prime 2 have the property that the normal-

izer fusion system of each nonidentity subgroup 𝑃 is realizable, and moreover, 𝐶 (𝑍(𝑆)) is the
fusion system at 𝑝 = 2 of Spin7(𝑞), and hence not constrained. So, Sol(𝑞) satisfies the obvious
necessary condition for the existence of a punctured group, and does not satisfy the sufficient one.
Based on results of Solomon [49], Levi and Oliver showed that Sol(𝑞) is exotic [35, Theo-

rem 3.4], that is, it has no locality with objects all subgroups of a Sylow 2-group. In Section 4,
we show the following theorem.

Theorem 1.4. For any odd prime power 𝑞, the Benson–Solomon fusion system Sol(𝑞) has a
punctured group if and only if 𝑞 ≡ ±3 (mod 8).

If 𝑙 is the nonnegative integer with the property that 2𝑙+3 is the 2-part of 𝑞2 − 1, then Sol(𝑞) ≅

Sol(3
2𝑙 ). So, the theorem says that only the smallest Benson–Solomon system,Sol(3), has a punc-

tured group, and the larger ones do not. Further details and a uniqueness statement are given in
Theorem 4.1.
When showing the nonexistence of a punctured group in the case 𝑞 ≡ ±1 (mod 8), the Signal-

izer Functor Theorem 1.3 plays an important role in showing that a putative minimal punctured
group has no nontrivial partial normal 𝑝′-subgroups. This is similar to the way signalizer func-
tor theory was used by Solomon in [49, section 3]. To construct a punctured group in the case
𝑞 ≡ ±3 (mod 8), we turn to a procedure we call Chermak descent. It is an important tool in Cher-
mak’s proof of the existence and uniqueness of centric linking systems [14, section 5] and allows
us (under some assumptions) to “expand” a given locality to produce a new locality with a larger
object set. Startingwith a linking locality, we use Chermak descent to construct a punctured group
 for Sol(𝑞) in which the centralizer of an involution is 𝐶(𝑍(𝑆)) ≅ Spin7(3).
It is possible that there could be other examples of punctured groups for Sol(3) in which the

centralizer of an involution is Spin7(𝑞) for certain 𝑞 = 31+6𝑎; a necessary condition for existence
is that each prime divisor of 𝑞2 − 1 is a square modulo 7. However, given this condition, we can
neither prove or disprove the existence of an example with the prescribed involution centralizer.
In Section 5, we survey a few families of known exotic fusion systems at odd primes to deter-

mine whether or not they have a punctured group. A summary of the findings is contained in
Theorem 5.2. For nearly all the exotic systems we consider, either the system is of characteristic
𝑝-type, or the normalizer of some 𝑝-subgroup is exotic and therefore a punctured group does not
exist. Indeed, it might be that a similar result can be shown for all known exotic fusion systems at
odd primes. At least we are not aware of any counterexample.
In particular, when considering the family of Clelland–Parker systems [17] inwhich each essen-

tial subgroup is special, we find that 𝑂𝑝′(𝐶 (𝑍(𝑆))∕𝑍(𝑆)) is simple, exotic, and had not appeared
elsewhere in the literature as of the time of our writing. We dedicate part of Subsection 5.3 to
describing these systems and to proving that they are exotic.
Applying Theorem 1.1 to the results of Sections 4 and 5 establish the sharpness of the subgroup

decomposition for new families of exotic fusion systems, notably

∙ Benson–Solomon’s system Sol(3) [35],
∙ all Parker–Stroth systems [46],
∙ all Clelland–Parker systems [17] in which each essential subgroup is abelian.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 27

It also recovers the sharpness for certain fusion systems on 𝑝-groups with an abelian subgroup
of index 𝑝, a result that was originally established in full generality by Dıaz and Park [18].

1.4 Classification of punctured groups over 𝒑𝟏+𝟐
+

In general, it seems difficult to classify all the punctured groups associated with a given saturated
fusion system. However, for fusion systems over an extraspecial 𝑝-group of exponent 𝑝, which by
[48] are known to contain among them three exotic fusion systems at the prime 7, we are able to
work out such an example. There is always a punctured group associated to such a fusion system,
and when  has one class of subgroups of order 𝑝 and the full subcategory of  with objects the
 -centric subgroups is the centric linking system, a classification is obtained in Theorem 6.4.
Conversely, the cases we list in that theorem all occur in an example for a punctured group. This
demonstrates on the one hand that there can be more than one punctured group associated to the
same fusion system and indicates on the other hand that examples for punctured groups are still
somewhat limited.

Outline of the paper and notation

The paper proceeds as follows. In Section 2, we recall the definitions and basic properties of trans-
porter systems and localities, and we prove the Signalizer Functor Theorem in Subsection 2.8. In
Section 3, we prove sharpness of the subgroup decomposition for fusion systems with associated
punctured groups. Section 4 examines punctured groups for the Benson–Solomon fusion systems,
while Section 5 looks at several families of exotic fusion systems at odd primes. Finally, in Section 6
classifies certain punctured groups over an extraspecial 𝑝-group of order 𝑝3 and exponent 𝑝. The
Appendix sets notation and provides certain general results on finite groups of Lie type that are
needed in Section 4.
The first four sections of the paper do not use the classification of the finite simple groups

(CFSG). The CFSG is always used indirectly in Sections 5 and 6whenever we need to apply known
results that certain exotic fusion systems at odd primes are indeed exotic. Each time this occurs
(e.g., Proposition 5.7), the results could be stated so as to avoid indirect use of theCFSG.Aside from
this, there are two direct applications of the CFSG. The first occurs in the proof of Lemma 5.10(c)
when showing that fusion systems related to the Clelland–Parker systems are exotic. The second
occurs in the proof of Lemma 6.5(b).
Throughoutmost of the paper, wewrite conjugation likemaps on the right side of the argument

and compose from left to right. There are two exceptions: whenworkingwith transporter systems,
such as in Section 3, we compose morphisms from right to left. Also, we apply certain maps in
Section 4 on the left of their arguments (e.g., roots, when viewed as characters of a torus). The
notation for Section 4 is outlined in more detail in the Appendix.

2 LOCALITIES AND TRANSPORTER SYSTEMS

As already mentioned in the introduction, transporter systems as defined by Oliver and Ventura
[45] and localities in the sense of Chermak [14] are algebraic structures that carry essentially the
same information. In this section, we will give an introduction to both subjects and outline briefly
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28 HENKE et al.

the connection between localities and transporter systems. At the end we present some signalizer
functor theorems for localities.

2.1 Partial groups

We refer the reader to Chermak’s papers [14] or [15] for a detailed introduction to partial groups
and localities. However, we will briefly summarize the most important definitions and results
here. Following Chermak’s notation, we write𝐖() for the set of words in a set , and∅ for the
empty word. The concatenation of words 𝑢1, … , 𝑢𝑘 ∈ 𝐖() is denoted by 𝑢1 ◦𝑢2 ◦ ⋯ ◦𝑢𝑘.

Definition 2.1 (Partial group). Let be a nonempty set, let𝐃 be a subset of𝐖(), letΠ∶ 𝐃 → 

be a map and let (−)−1 ∶  →  be an involutory bijection, which we extend to a map

(−)−1 ∶ 𝐖() → 𝐖(), 𝑤 = (g1, … , g𝑘) ↦ 𝑤−1 = (g−1
𝑘
, … , g−11 ).

We say that  is a partial group with product Π and inversion (−)−1 if the following hold.

∙  ⊆ 𝐃 (i.e., 𝐃 contains all words of length 1), and

𝑢 ◦ 𝑣 ∈ 𝐃⟹ 𝑢, 𝑣 ∈ 𝐃.

(So in particular, ∅ ∈ 𝐃.)
∙ Π restricts to the identity map on .
∙ 𝑢 ◦ 𝑣 ◦𝑤 ∈ 𝐃⟹ 𝑢 ◦ (Π(𝑣)) ◦𝑤 ∈ 𝐃, and Π(𝑢 ◦ 𝑣 ◦𝑤) = Π(𝑢 ◦ (Π(𝑣)) ◦𝑤).
∙ 𝑤 ∈ 𝐃⟹𝑤−1 ◦𝑤 ∈ 𝐃 and Π(𝑤−1 ◦𝑤) = 𝟏 where 𝟏 ∶= Π(∅).

Note that any group 𝐺 can be regarded as a partial group with product defined in𝐃 = 𝐖(𝐺) by
extending the “binary” product to a map𝐖(𝐺) → 𝐺, (g1, g2, … , g𝑛) ↦ g1g2⋯ g𝑛.
For the remainder of this section, let  be a partial group with product Π∶ 𝐃 → 

defined on the domain 𝐃 ⊆ 𝐖().
Because of the group-like structure of partial groups, the product  of two subsets  and 

of  is naturally defined by

 ∶= {Π(𝑥, 𝑦)∶ 𝑥 ∈  , 𝑦 ∈  such that (𝑥, 𝑦) ∈ 𝐃}.

Similarly, there is a natural notion of conjugation, which we consider next.

Definition 2.2. For every g ∈ , we define

𝐃(g) = {𝑥 ∈  ∣ (g−1, 𝑥, g) ∈ 𝐃}.

The map 𝑐g ∶ 𝐃(g) → , 𝑥 ↦ 𝑥g = Π(g−1, 𝑥, g) is the conjugation map by g . If is a subset of 
and ⊆ 𝐃(g), then we set

g = {ℎg ∣ ℎ ∈ }.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 29

Whenever we write 𝑥g (or g ), we mean implicitly that 𝑥 ∈ 𝐃(g) (or  ⊆ 𝐃(g), respectively).
Moreover, if and  are subsets of , we write 𝑁() for the set of all g ∈  such that  ⊆

𝐃(g) and g = . Similarly, we write 𝐶() for the set of all g ∈  such that  ⊆ 𝐃(g) and
ℎg = ℎ for all ℎ ∈ . If ⊆  and ℎ ∈ , set 𝐶(ℎ) ∶= 𝐶({ℎ}).

Definition 2.3. Let be a nonempty subset of . The subset is a partial subgroup of  if

∙ g ∈  ⟹ g−1 ∈ ; and
∙ 𝑤 ∈ 𝐃 ∩𝐖()⟹ Π(𝑤) ∈ .

If is a partial subgroup of  with𝐖() ⊆ 𝐃, then is called a subgroup of .
A partial subgroup of  is called a partial normal subgroup of  (denoted ⊴ ) if for all

g ∈  and 𝑛 ∈  ,

𝑛 ∈ 𝐃(g)⟹ 𝑛g ∈  .

We remark that a subgroup  of  is always a group in the usual sense with the group
multiplication defined by ℎg = Π(ℎ, g) for all ℎ, g ∈ .

2.2 Localities

Roughly speaking, localities are partial groups with some some extra structure, in particular with
a “Sylow 𝑝-subgroup” and a set Δ of “objects” which in a certain sense determines the domain of
the product. This is mademore precise in Definition 2.5. We continue to assume that is a partial
group with product Π∶ 𝐃 → . We will use the following notation.

Notation 2.4. If 𝑆 is a subset of  and g ∈ , set

𝑆g ∶= {𝑠 ∈ 𝑆 ∩ 𝐃(g)∶ 𝑠g ∈ 𝑆}.

More generally, if𝑤 = (g1, … , g𝑛) ∈ 𝐖()with 𝑛 ⩾ 1, define 𝑆𝑤 to be the set of elements 𝑠 ∈ 𝑆 for
which there exists a sequence of elements 𝑠 = 𝑠0, 𝑠1, … , 𝑠𝑛 ∈ 𝑆 with 𝑠𝑖−1 ∈ 𝐃(g𝑖) and 𝑠

g𝑖
𝑖−1

= 𝑠𝑖 for
all 𝑖 = 1, … , 𝑛.

Definition 2.5. We say that (, Δ, 𝑆) is a locality if the partial group  is finite as a set, 𝑆 is a
𝑝-subgroup of , Δ is a nonempty set of subgroups of 𝑆, and the following conditions hold.

(L1) 𝑆 is maximal with respect to inclusion among the 𝑝-subgroups of .
(L2) For any word 𝑤 = (𝑓1, … , 𝑓𝑛) ∈ 𝐖(), we have 𝑤 ∈ 𝐃 if and only if there exist 𝑃0, … , 𝑃𝑛 ∈

Δ with
(∗) 𝑃𝑖−1 ⊆ 𝐃(𝑓𝑖) and 𝑃

𝑓𝑖
𝑖−1

= 𝑃𝑖 for all 𝑖 = 1, … , 𝑛.
(L3) The setΔ is closed under passing to-conjugates and overgroups in 𝑆, that is,Δ is overgroup-

closed in 𝑆 and, for every 𝑃 ∈ Δ and g ∈  such that 𝑃 ⊆ 𝑆g , we have 𝑃g ∈ Δ.

If (, Δ, 𝑆) is a locality, 𝑤 = (𝑓1, … , 𝑓𝑛) ∈ 𝐖(), and 𝑃0, … , 𝑃𝑛 are elements of Δ such that (∗)
holds, then we say that 𝑤 ∈ 𝐃 via 𝑃0, … , 𝑃𝑛 (or 𝑤 ∈ 𝐃 via 𝑃0).
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30 HENKE et al.

It is argued in [28, Remark 5.2] that Definition 2.5 is equivalent to the definition of a local-
ity given by Chermak [15, Definition 2.7] (which is essentially the same as the one given in [14,
Definition 2.9]).

Example 2.6. Let𝑀 be a finite group and 𝑆 ∈ Syl𝑝(𝑀). Set  = 𝑆(𝑀) and let Δ be a nonempty
collection of subgroups of 𝑆, which is closed under  -conjugacy and overgroup-closed in 𝑆. Set

Δ(𝑀) ∶= {g ∈ 𝐺∶ 𝑆 ∩ 𝑆g ∈ Δ} = {g ∈ 𝐺∶ ∃𝑃 ∈ Δ with 𝑃g ⩽ 𝑆}

and let 𝐃 be the set of tuples (g1, … , g𝑛) ∈ 𝐖(𝑀) such that there exist 𝑃0, 𝑃1, … , 𝑃𝑛 ∈ Δ with
𝑃

g𝑖
𝑖−1

= 𝑃𝑖 . Then Δ(𝑀) forms a partial group whose product is the restriction of the multivari-
able product on𝑀 to 𝐃, and whose inversion map is the restriction of the inversion map on the
group𝑀 to Δ(𝑀). Moreover, (Δ(𝑀), Δ, 𝑆) forms a locality.

In the next lemma, we summarize the most important properties of localities that we will use
throughout, most of the time without reference.

Lemma2.7 (Important properties of localities).Let (, Δ, 𝑆) be a locality. Then the following hold.

(a) 𝑁(𝑃) is a subgroup of  for each 𝑃 ∈ Δ.
(b) Let 𝑃 ∈ Δ and g ∈  with 𝑃 ⊆ 𝑆g . Then 𝑄 ∶= 𝑃g ∈ Δ,𝑁(𝑃) ⊆ 𝐃(g) and

𝑐g ∶ 𝑁(𝑃) → 𝑁(𝑄), 𝑥 ↦ 𝑥g

is an isomorphism of groups.
(c) Let 𝑤 = (g1, … , g𝑛) ∈ 𝐃 via (𝑋0, … , 𝑋𝑛). Then

𝑐g1 ◦ … ◦ 𝑐g𝑛 = 𝑐Π(𝑤)

is a group isomorphism𝑁(𝑋0) → 𝑁(𝑋𝑛).
(d) For every g ∈ , we have 𝑆g ∈ Δ. In particular, 𝑆g is a subgroup of 𝑆. Moreover, 𝑆

g
g = 𝑆g−1 and

𝑐g ∶ 𝑆g → 𝑆, 𝑥 ↦ 𝑥g is an injective group homomorphism.
(e) For every g ∈ , 𝑐g ∶ 𝐃(g) → 𝐃(g−1), 𝑥 ↦ 𝑥g is a bijection with inverse map 𝑐g−1 .
(f) For any 𝑤 ∈ 𝐖(), 𝑆𝑤 is a subgroup of 𝑆 with 𝑆𝑤 ∈ Δ if and only if 𝑤 ∈ 𝐃. Moreover, 𝑤 ∈ 𝐃

implies 𝑆𝑤 ⩽ 𝑆Π(𝑤).

Proof. Properties (a), (b), and (c) correspond to the statements (a), (b), and (c) in [15, Lemma 2.3]
except for the fact stated in (b) that𝑄 ∈ Δ, which is, however, clearly true if one uses the definition
of a locality given above. Property (d) holds by [15, Proposition 2.5(a),(b)] and property (e) is stated
in [14, Lemma 2.5(c)]. Property (f) corresponds to [15, Corollary 2.6]. □

Let (, Δ, 𝑆) be a locality. Then it follows fromLemma 2.7(d) that, for every 𝑃 ∈ Δ and every g ∈
 with 𝑃 ⊆ 𝑆g , the map 𝑐g ∶ 𝑃 → 𝑃g , 𝑥 ↦ 𝑥g is an injective group homomorphism. The fusion
system𝑆() is the fusion systemover 𝑆 generated by such conjugationmaps. Equivalently,𝑆()
is generated by the conjugation maps between subgroups of 𝑆, or by the conjugation maps of the
form 𝑐g ∶ 𝑆g → 𝑆, 𝑥 ↦ 𝑥g with g ∈ .
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 31

Definition 2.8. If  is a fusion system, then we say that the locality (, Δ, 𝑆) is a locality over 
if  = 𝑆().

If (, Δ, 𝑆) is a locality over  , then notice that the set Δ is always overgroup-closed in 𝑆 and
closed under -conjugacy. Definition 2.8 says precisely that everymorphism in is a composite of
conjugationmaps. It is, however, not true in general that every -morphism is itself a conjugation
map. In the following lemma, the assumption that 𝑃 is an object in Δ (rather than just a subgroup
of 𝑆) is therefore important.

Lemma 2.9. Let (, Δ, 𝑆) be a locality over a fusion system and 𝑃 ∈ Δ. Then the following hold.

(a) For every 𝜑 ∈ Hom (𝑃, 𝑆), there exists g ∈  such that 𝑃 ⩽ 𝑆g and 𝜑(𝑥) = 𝑥g for all 𝑥 ∈ 𝑃.
(b) 𝑁 (𝑃) = 𝑁𝑆(𝑃)

(𝑁(𝑃)).

Proof. For (a), see [28, Lemma 5.6]. As  = 𝑆(), one sees that 𝑁𝑆(𝑃)
(𝑁(𝑃)) is a subsystem

of 𝑁 (𝑃). Conversely, by definition of the normalizer system, each morphism in 𝑁 (𝑃) extends
to a morphism with source a subgroup of 𝑁𝑆(𝑃) containing 𝑃, so 𝑁 (𝑃) is generated as a fusion
system by morphisms in  between objects of . Part (a) then gives equality. □

Suppose (+, Δ+, 𝑆) is a locality with partial productΠ+∶ 𝐃+ → +. If Δ is a nonempty subset
of Δ+ which is closed under taking +-conjugates and overgroups in 𝑆, we set

+|Δ ∶= {𝑓 ∈ + ∶ ∃𝑃 ∈ Δ such that 𝑃 ⊆ 𝐃+(𝑓) and 𝑃𝑓 ⩽ 𝑆}

and write 𝐃 for the set of words 𝑤 = (𝑓1, … , 𝑓𝑛) such that 𝑤 ∈ 𝐃+ via 𝑃0, … , 𝑃𝑛 for some
𝑃0, … , 𝑃𝑛 ∈ Δ. Note that𝐃 is a set of words in+|Δ that is contained in𝐃+. It is easy to check that
+|Δ forms a partial group with partial product Π+|𝐃∶ 𝐃 → +|Δ, and that (+|Δ, Δ, 𝑆) forms a
locality; see [14, Lemma 2.21] for details. We call +|Δ the restriction of + to Δ.

2.3 Projections of localities

Throughout this subsection, let  and ′ be partial groups with products Π∶ 𝐃 →  and
Π′ ∶ 𝐃′ → ′, respectively.

Definition 2.10. Let 𝛽∶  → ′, g ↦ g𝛽 be a map. By abuse of notation, we denote by 𝛽 also the
induced map on words

𝐖() → 𝐖(′), 𝑤 = (𝑓1, … , 𝑓𝑛) ↦ 𝑤𝛽 = (𝑓
𝛽
1
, … , 𝑓

𝛽
𝑛)

and set 𝐃𝛽 = {𝑤𝛽 ∶ 𝑤 ∈ 𝐃}. We say that 𝛽 is a homomorphism of partial groups if

(1) 𝐃𝛽 ⊆ 𝐃′; and
(2) Π(𝑤)𝛽 = Π′(𝑤𝛽) for every 𝑤 ∈ 𝐃.

If moreover 𝐃𝛽 = 𝐃′ (and thus 𝛽 is in particular surjective), then we say that 𝛽 is a projection of
partial groups. If 𝛽 is a bijective projection of partial groups, then 𝛽 is called an isomorphism.
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32 HENKE et al.

There is no accepted notion of a morphism of localities (at the same prime 𝑝) in the literature.
One could, however, form a category of localities with morphisms the partial group homomor-
phisms – or alternatively there are several full subcategories of this which one might want to
consider. For our purposes, it will be enough to consider the category of localities with projections
of localities as defined next.

Definition 2.11. Let (, Δ, 𝑆) and (′, Δ′, 𝑆′) be localities and let 𝛽∶  → ′ be a projection
of partial groups. We say that 𝛽 is a projection of localities from (, Δ, 𝑆) to (′, Δ′, 𝑆′) if, setting
Δ𝛽 = {𝑃𝛽 ∣ 𝑃 ∈ Δ}, we have Δ𝛽 = Δ′ (and thus 𝑆𝛽 = 𝑆′).
If 𝛽 is in addition bijective, then 𝛽 is a called an isomorphism of localities. If 𝑆 = 𝑆′, then an

isomorphism of localities from (, Δ, 𝑆) to (′, Δ′, 𝑆) is called a rigid isomorphism if it restricts to
the identity on 𝑆.

The notion of a rigid isomorphismwill be important later onwhen talking about the uniqueness
of certain localities attached to a given fusion system.
We will now describe some naturally occurring projections of localities. Suppose (, Δ, 𝑆)

is a locality and  is a partial normal subgroup of . A coset of  in  is a subset of the
form

𝑓 ∶= {Π(𝑛, 𝑓)∶ 𝑛 ∈  such that (𝑛, 𝑓) ∈ 𝐃}

for some 𝑓 ∈ . Unlike in groups, the set of cosets does not form a partition of  in general.
Instead, one needs to focus on themaximal cosets, that is, the elements of the set of cosets of in
 that are maximal with respect to inclusion. By [15, Lemma 3.15], the set∕ of maximal cosets
of in  forms a partition of . Thus, there is a natural map

𝛽∶  → ∕

sending each element g ∈  to the unique maximal coset of in  containing g . Set  ∶= ∕

and 𝐃 ∶= 𝐃𝛽 ∶= {𝑤𝛽 ∶ 𝑤 ∈ 𝐃}. By [15, Lemma 3.16], there is a unique map Π∶ 𝐃 →  and a
unique involutory bijection  → , 𝑓 ↦ 𝑓

−1
such that  with these structures is a partial group,

and such that 𝛽 is a projection of partial groups.Moreover, setting 𝑆 ∶= 𝑆𝛽 andΔ ∶= {𝑃𝛽 ∶ 𝑃 ∈ Δ},
the triple (, Δ, 𝑆) is by [15, Corollary 4.5] a locality, and 𝛽 is a projection from (, Δ, 𝑆) to (, Δ, 𝑆).
The map 𝛽 is called the natural projection from  → .
The notation used above suggests already that we will use a “bar notation” similar to the one

commonly used in finite groups. Namely, if we set  ∶= ∕ , then for every subset or element
𝑃 of , we will denote by 𝑃 the image of 𝑃 under the natural projection 𝛽∶  → . We conclude
this section with a little lemma needed later on.

Lemma 2.12. Let (, Δ, 𝑆) be a locality with partial normal subgroup . Setting  ∶= ∕ , the
preimage of 𝑆 under the natural projection equals𝑆.

Proof. For every 𝑠 ∈ 𝑆, the coset  𝑠 is maximal by [15, Lemma 3.7(a) and Proposition 3.14(c)].
Thus, for every 𝑠 ∈ 𝑆, we have 𝑠 =  𝑠. Hence, the preimage of 𝑆 = {𝑠∶ 𝑠 ∈ 𝑆} equals

⋃
𝑠∈𝑆  𝑠 =

𝑆. □
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 33

2.4 Transporter systems

Throughout this section, fix a finite 𝑝-group 𝑆, a fusion system  over 𝑆, and a collection Δ of
nonidentity subgroups of 𝑆 that is overgroup-closed in 𝑆 and closed under  -conjugacy. As the
literature about transporter systems is written in left-hand notation, in this section, we will also
write our maps on the left-hand side of the argument. Accordingly, we will conjugate from the left.
The transporter category 𝑆(𝐺) (at the prime 𝑝) of a finite group 𝐺 with Sylow 𝑝-subgroup 𝑆

is the category with objects the nonidentity subgroups of 𝑆 and with morphisms given by the
transporter sets𝑁𝐺(𝑃, 𝑄) = {g ∈ 𝐺 ∣ g𝑃 ⩽ 𝑄}. More precisely, the morphisms in 𝑆(𝐺) between 𝑃
and 𝑄 are the triples (g , 𝑃, 𝑄) with g ∈ 𝑁𝐺(𝑃, 𝑄). We also write Δ(𝐺) for the full subcategory of
𝑆(𝐺) with objects in Δ.
As we conjugate in this section from the left, for 𝑃,𝑄 ⩽ 𝑆 and g ∈ 𝑁𝐺(𝑃, 𝑄), we write 𝑐g for the

conjugation map from 𝑃 to 𝑄 given by left conjugation, that is,

𝑐g ∶ 𝑃 → 𝑄, 𝑥 ↦ g𝑥.

Definition 2.13 [45, Definition 3.1]. A transporter system associated to  is a nonempty finite
category  having object set Δ ⊆ Ob(), together with functors

Δ(𝑆)
𝜖

      → 
𝜌

      → 

that satisfy the following axioms.

(A1) Δ is closed under  -conjugacy and passing to overgroups, 𝜖 is the identity on objects, and 𝜌
is the inclusion on objects.

(A2) For each 𝑃,𝑄 ∈ Δ, the kernel

𝐸(𝑃) ∶= ker(𝜌𝑃,𝑃 ∶ Aut (𝑃)⟶ Aut (𝑃))

acts freely on Mor (𝑃, 𝑄) by right composition, and 𝜌𝑃,𝑄 is the orbit map for this action.
Also, 𝐸(𝑄) acts freely onMor (𝑃, 𝑄) by left composition.

(B) For each 𝑃,𝑄 ∈ Δ, 𝜖𝑃,𝑄 ∶ 𝑁𝑆(𝑃, 𝑄) → Mor (𝑃, 𝑄) is injective, and the composite 𝜌𝑃,𝑄 ◦ 𝜖𝑃,𝑄
sends 𝑠 ∈ 𝑁𝑆(𝑃, 𝑄) to 𝑐𝑠 ∈ Hom (𝑃, 𝑄).

(C) For all 𝜑 ∈ Mor (𝑃, 𝑄) and all g ∈ 𝑃, the diagram

commutes in  .
(I) 𝜖𝑆,𝑆(𝑆) is a Sylow 𝑝-subgroup of Aut (𝑆).
(II) Let 𝜑 ∈ Iso (𝑃, 𝑄), let 𝑃 ⊴ 𝑃̄ ⩽ 𝑆, and let 𝑄 ⊴ 𝑄̄ ⩽ 𝑆 be such that 𝜑 ◦ 𝜖𝑃,𝑃(𝑃̄) ◦𝜑

−1 ⩽

𝜖𝑄,𝑄(𝑄̄). Then there exists 𝜑̄ ∈ Mor (𝑃̄, 𝑄̄) such that 𝜑̄ ◦ 𝜖𝑃,𝑃̄(1) = 𝜖𝑄,𝑄̄(1) ◦𝜑.

If we want to be more precise, we say that ( , 𝜖, 𝜌) is a transporter system.

 20524986, 2023, 1, D
ow

nloaded from
 https://londm

athsoc.onlinelibrary.w
iley.com

/doi/10.1112/tlm
3.12054 by U

niversity O
f A

berdeen, W
iley O

nline L
ibrary on [18/07/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



34 HENKE et al.

Note that, by [45, Lemmas 3.2(b) and 3.8], every morphism in a transporter system is both a
monomorphism and an epimorphism.
A centric linking system in the sense of [8] is a transporter system in which Δ is the set of  -

centric subgroups and 𝐸(𝑃) is precisely the center 𝑍(𝑃) viewed as a subgroup of 𝑁𝑆(𝑃) via the
map 𝜖𝑃,𝑃. A more general notion of linking system will be introduced in Subsection 2.6.
We next want to state the definition of an isomorphism of transporter systems as used in [25].

First we prove a lemma that helps to explain that a property implicitly assumed there, and which
is needed for the definition to make sense, does in fact hold.
Given a fusion system  on a finite 𝑝-group 𝑆 and a set Δ of subgroups of 𝑆, we write  |Δ for

the full subcategory of  with object set Δ.

Lemma 2.14. Let ( , 𝜖, 𝜌) and ( ′, 𝜖′, 𝜌′) be two transporter systems having object sets Δ and Δ′,
associated with the fusion systems and ′ over the 𝑝-groups 𝑆 and 𝑆′, respectively. Let 𝛼∶  →  ′

be any equivalence of categories. Then the following hold.

(a) 𝛼(𝑆) = 𝑆′, and 𝛼(𝑃) ⩽ 𝛼(𝑆) for each 𝑃 ∈ Δ.
(b) Suppose 𝛼 has the following two additional properties:

(typ) 𝛼𝑃,𝑃(𝜖𝑃,𝑃(𝑃)) = 𝜖′
𝛼(𝑃),𝛼(𝑃)

(𝛼(𝑃)) for each 𝑃 ∈ Δ, and
(inc) 𝛼𝑃,𝑆(𝜖𝑃,𝑆(1)) = 𝜖′

𝛼(𝑃),𝛼(𝑆)
(1) for each 𝑃 ∈ Δ,

and set

𝛽 = (𝜖′
𝑆′,𝑆′

)
−1 ◦𝛼𝑆,𝑆 ◦ 𝜖𝑆,𝑆.

Then
(i) 𝛽 is an isomorphism of groups from 𝑆 to 𝑆′,
(ii) 𝛼(𝑃) = 𝛽(𝑃) for all 𝑃 ∈ Δ, and for each 𝑃,𝑄 ∈ Δ with 𝑃 ⩽ 𝑄, we have 𝛼(𝑃) ⩽ 𝛼(𝑄) and

𝛼𝑃,𝑄(𝜖𝑃,𝑄(1)) = 𝜖′
𝛼(𝑃),𝛼(𝑄)

(1),
(iii) the functor 𝑐𝛽 ∶  |Δ →  ′|𝛼(Δ) defined by 𝑐𝛽(𝑃) = 𝛽(𝑃) for each 𝑃 ∈ Δ, and by 𝑐𝛽(𝜑) =

𝛽 ◦𝜑 ◦ 𝛽−1 for each morphism 𝜑 ∈ Hom (𝑃, 𝑄) with 𝑃,𝑄 ∈ Δ, is well-defined and an
isomorphism of categories.

(c) If 𝛼 satisfies (typ) and (inc), then 𝛼 is a bijection on objects, and hence an isomorphism of
categories.

Proof.

(a) The subgroup 𝑆 (resp., 𝑆′) is characterized as the unique object of  (resp.,  ′) that receives
a morphism from every object. As 𝛼 is an equivalence, this implies 𝛼(𝑆) = 𝑆′, and hence also
𝛼(𝑃) ⩽ 𝑆′ = 𝛼(𝑆) for all 𝑃 ∈ Δ.

(b) By (a), 𝜖′
𝛼(𝑃),𝛼(𝑆)

(1) is defined, so the right-hand side of the equality in (inc) makes sense.

Assume (typ) and (inc) and set 𝛽 = (𝜖′
𝑆′,𝑆′

)
−1 ◦𝛼𝑆,𝑆 ◦ 𝜖𝑆,𝑆 as above.

(i) As 𝛼 is an equivalence, it is a bijection on morphism sets. As 𝛼𝑆,𝑆(𝜖𝑆,𝑆(𝑆)) = 𝜖′
𝑆′,𝑆′

(𝑆′) by
(a) and (typ), and as 𝜖 is injective on morphism sets (Axiom (B)), 𝛽 is thus a well-defined
isomorphism of groups from AutΔ(𝑆)(𝑆) = 𝑁𝑆(𝑆) = 𝑆 to AutΔ′ (𝑆′)(𝑆

′) = 𝑁𝑆′(𝑆
′) = 𝑆′.

(ii) Proving 𝛼(𝑃) = 𝛽(𝑃) for all 𝑃 ∈ Δmeans showing 𝛼𝑆,𝑆(𝜖𝑆,𝑆(𝑃)) = 𝜖′
𝑆′,𝑆′

(𝛼(𝑃)) for all such
𝑃. For the proof fix an object 𝑃 and let 𝑥 ∈ 𝑃. By (typ), there exist 𝑦 ∈ 𝛼(𝑆) = 𝑆′ and
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 35

𝑦′ ∈ 𝛼(𝑃) such that 𝛼𝑆,𝑆(𝜖𝑆,𝑆(𝑥)) = 𝜖′
𝑆′,𝑆′

(𝑦) and 𝛼𝑃,𝑃(𝜖𝑃,𝑃(𝑥)) = 𝜖′
𝛼(𝑃),𝛼(𝑃)

(𝑦′). Note that

𝜖𝑃,𝑆(1) ◦ 𝜖𝑃,𝑃(𝑥) = 𝜖𝑃,𝑆(𝑥) = 𝜖𝑆,𝑆(𝑥) ◦ 𝜖𝑃,𝑆(1).

Applying 𝛼 we obtain from this and our assumption that

𝜖′
𝛼(𝑃),𝑆′

(1) ◦ 𝜖′
𝛼(𝑃),𝛼(𝑃)

(𝑦′) = 𝜖′
𝑆′,𝑆′

(𝑦) ◦ 𝜖′
𝛼(𝑃),𝑆′

(1)

and thus 𝜖′
𝛼(𝑃),𝑆′

(𝑦′) = 𝜖′
𝛼(𝑃),𝑆′

(𝑦). By axiom (B), 𝜖′
𝛼(𝑃),𝑆′

is injective. Thus, 𝑦 = 𝑦′ ∈ 𝛼(𝑃)

and thus 𝛼𝑆,𝑆(𝜖𝑆,𝑆(𝑥)) = 𝜖′
𝑆′,𝑆′

(𝑦) ∈ 𝜖′
𝑆′,𝑆′

(𝛼(𝑃)). This proves 𝛼𝑆,𝑆(𝜖𝑆,𝑆(𝑃)) ⩽ 𝜖′
𝑆′,𝑆′

(𝛼(𝑃)).

To prove the opposite inclusion, let 𝑎 ∈ 𝛼(𝑃). By the first assumption, there exist 𝑥 ∈ 𝑆 and 𝑥′ ∈ 𝑃

such that 𝜖′
𝑆′,𝑆′

(𝑎) = 𝛼𝑆,𝑆(𝜖𝑆,𝑆(𝑥)) and 𝜖′𝛼(𝑃),𝛼(𝑃)(𝑎) = 𝛼𝑃,𝑃(𝜖𝑃,𝑃(𝑥
′)). Then

𝛼𝑃,𝑆(𝜖𝑃,𝑆(𝑥
′)) = 𝛼𝑃,𝑆(𝜖𝑃,𝑆(1)) ◦𝛼𝑃,𝑃(𝜖𝑃,𝑃(𝑥

′))

= 𝜖′
𝛼(𝑃),𝑆′

(1) ◦ 𝜖′
𝛼(𝑃),𝛼(𝑃)

(𝑎)

= 𝜖′
𝛼(𝑃),𝑆′

(𝑎)

= 𝜖′
𝑆′,𝑆′

(𝑎) ◦ 𝜖′
𝛼(𝑃),𝑆′

(1)

= 𝛼𝑆,𝑆(𝜖𝑆,𝑆(𝑥)) ◦𝛼𝑃,𝑆(𝜖𝑃,𝑆(1))

= 𝛼𝑃,𝑆(𝜖𝑃,𝑆(𝑥)).

As 𝛼𝑃,𝑆 and 𝜖𝑃,𝑆 are injective (Axiom B), it follows 𝑥 = 𝑥′ ∈ 𝑃 and thus 𝜖′
𝑆′,𝑆′

(𝑎) ∈ 𝛼𝑆,𝑆(𝜖𝑆,𝑆(𝑃)).
This shows 𝛼𝑆,𝑆(𝜖𝑆,𝑆(𝑃)) = 𝜖′

𝑆′,𝑆′
(𝛼(𝑃)) and completes the proof that 𝛼 and 𝛽 coincide on

objects.
Now let 𝑃 ⩽ 𝑄 be an inclusion of subgroups in Δ. Then 𝛼(𝑃) = 𝛽(𝑃) ⩽ 𝛽(𝑄) = 𝛼(𝑄). The

equality 𝜖𝑄,𝑆(1) ◦ 𝜖𝑃,𝑄(1) = 𝜖𝑃,𝑆(1) holds in  . Applying 𝛼 to this and using (inc) we have

𝜖′
𝛼(𝑄),𝛼(𝑆)

(1) ◦𝛼𝑃,𝑄(𝜖𝑃,𝑄(1)) = 𝜖′
𝛼(𝑃),𝛼(𝑆)

(1).

On the other hand, 𝜖′
𝛼(𝑃),𝛼(𝑄)

(1) is a morphism in  ′ because 𝛼(𝑃) ⩽ 𝛼(𝑄), and we have a similar
equality

𝜖′
𝛼(𝑄),𝛼(𝑆)

(1) ◦ 𝜖′
𝛼(𝑃),𝛼(𝑄)

(1) = 𝜖′
𝛼(𝑃),𝛼(𝑆)

(1).

As 𝜖′
𝛼(𝑄),𝛼(𝑆)

(1) is a monomorphism in  ′, we have 𝛼𝑃,𝑄(𝜖𝑃,𝑄(1)) = 𝜖′
𝛼(𝑃),𝛼(𝑄)

(1), completing the
proof of (ii).

(iii) This is more or less shown in the proof of [25, Proposition 2.5], but not all details are given
there. In any case, our stated hypotheses here are weaker (we do not assume Δ, Δ′ contain
 𝑐𝑟, ′𝑐𝑟) and our conclusion is weaker (we only are claiming an isomorphism of full subcat-
egories of the fusion systems, not of the fusion systems themselves). So, we repeat the proof
and add the details.

 20524986, 2023, 1, D
ow

nloaded from
 https://londm

athsoc.onlinelibrary.w
iley.com

/doi/10.1112/tlm
3.12054 by U

niversity O
f A

berdeen, W
iley O

nline L
ibrary on [18/07/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



36 HENKE et al.

Step 1: Let 𝛽∗ ∶ Δ(𝑆) → Δ′(𝑆
′) be the functor defined by 𝛽 on objects and also 𝛽 on morphism

sets. We first show 𝜖′ ◦ 𝛽∗ = 𝛼 ◦ 𝜖.
The functors 𝜖′ ◦ 𝛽∗ and 𝛼 ◦ 𝜖 agree on objects by (ii) and (A1). They also agree on morphism

sets as we now show. Let 𝑃,𝑄 ∈ Δ and 𝑠 ∈ 𝑁𝑆(𝑃, 𝑄). In  we have

𝜖𝑆,𝑆(𝑠) ◦ 𝜖𝑃,𝑆(1) = 𝜖𝑄,𝑆(1) ◦ 𝜖𝑃,𝑄(𝑠).

Applying 𝛼, and using (inc) and the definition of 𝛽, we have

𝜖′
𝑆′,𝑆′

(𝛽(𝑠)) ◦ 𝜖′
𝛼(𝑃),𝑆′

(1) = 𝜖′
𝛼(𝑄),𝑆′

(1) ◦𝛼𝑃,𝑄(𝜖𝑃,𝑄(𝑠)).

We also have the same equality when 𝛼𝑃,𝑄(𝜖𝑃,𝑄(𝑠)) is replaced by 𝜖′
𝛼(𝑃),𝛼(𝑄)

(𝛽(𝑠)). As every
morphism of  ′ is a monomorphism, this forces 𝛼𝑃,𝑄(𝜖𝑃,𝑄(𝑠)) = 𝜖′

𝛼(𝑃),𝛼(𝑄)
(𝛽(𝑠)). Thus,

𝜖′ ◦ 𝛽∗ = 𝛼 ◦ 𝜖. (2.1)

Step 2:We next show that for each 𝜑 ∈ Mor (𝑃, 𝑄) with 𝑃,𝑄 ∈ Δ,

𝑐𝛽(𝜌𝑃,𝑄(𝜑)) = 𝜌′
𝛼(𝑃),𝛼(𝑄)

(𝛼𝑃,𝑄(𝜑)),

but let us omit subscripts on 𝜌, 𝜌′, and 𝛼 in the proof to lighten the notation, after which the
equality read reads

𝑐𝛽(𝜌(𝜑)) = 𝜌′(𝛼(𝜑)).

This then implies 𝛽 ◦ 𝜌(𝜑) ◦ 𝛽−1 ∈ Hom(𝛽(𝑃), 𝛽(𝑄)) is amorphism in ′. Using that 𝜌 is surjective
on morphisms by (A2), 𝑐𝛽 as defined in (iii) is thus a well-defined functor.
Let 𝑥 ∈ 𝑃. By Axiom (C) for  , we have

𝜑 ◦ 𝜖𝑃,𝑃(𝑥) = 𝜖𝑄,𝑄(𝜌(𝜑)(𝑥)) ◦𝜑.

Applying 𝛼 and using (2.1), this gives

𝛼(𝜑) ◦ 𝜖′
𝛼(𝑃),𝛼(𝑃)

(𝛽(𝑥))) = 𝜖′
𝛼(𝑄),𝛼(𝑄)

(𝛽(𝜌(𝜑)(𝑥))) ◦𝛼(𝜑).

On the other hand, Axiom (C) for  ′ says we have the same equality if we replace the instance of
𝜖′
𝛼(𝑄),𝛼(𝑄)

(𝛽(𝜌(𝜑)(𝑥))) by 𝜖′
𝛼(𝑄),𝛼(𝑄)

(𝜌′(𝛼(𝜑))(𝛽(𝑥))). As 𝛼(𝜑) is an epimorphism in  ′ and 𝜖′
𝛼(𝑄),𝛼(𝑄)

is injective, we have shown

𝑐𝛽(𝜌(𝜑))(𝛽(𝑥)) = 𝛽(𝜌(𝜑)(𝑥)) = 𝜌′(𝛼(𝜑))(𝛽(𝑥))

for all 𝑥 ∈ 𝑃, and hence 𝑐𝛽(𝜌(𝜑)) = 𝜌′(𝛼(𝜑)) as claimed.
Step 3. We finish the proof of (iii). By (i) and (ii), 𝑐𝛽 is a bijection on objects, and it is also an

injection on morphisms. By assumption on 𝛼 and axiom (A2) for  ′, the composite functor 𝜌′ ◦𝛼
is surjective on morphisms, so 𝑐𝛽 is surjective on morphisms by Step 2.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 37

(c) By assumption on 𝛼 and (i)–(ii), 𝛼 is injective on objects, and it remains to prove that
𝛼 is surjective on objects. Assume this is not the case, and choose 𝑄′ ∈ Δ′ of minimal
index in 𝑆′ subject to 𝑄′ ∉ 𝛼(Δ). As 𝛼 is essentially surjective, there is 𝑃 ∈ Δ and an iso-
morphism 𝜑′ ∶ 𝛼(𝑃) → 𝑄′ in  ′. By Alperin’s Fusion Theorem for transporter systems [45,
Proposition 3.9], there are subgroups 𝛼(𝑃) = 𝑄′

0
, … , 𝑄′

𝑛 = 𝑄′ inΔ′, subgroups 𝑇′
𝑖
⩾ ⟨𝑄′

𝑖−1
, 𝑄′

𝑖
⟩,

automorphisms 𝜏′
𝑖
∈ Aut ′ (𝑇′𝑖 ), and isomorphisms 𝜑

′
𝑖
∈ Iso ′ (𝑄′

𝑖−1
, 𝑄′

𝑖
) for 𝑖 = 1, … , 𝑛, such

that 𝜑′
𝑖
= 𝜏′

𝑖
|𝑄′

𝑖−1
,𝑄′
𝑖
for all 𝑖, and 𝜑′ = 𝜑′𝑛 ◦ ⋯ ◦𝜑′

1
.

Choose the least index𝑚 ∈ {0, 1, … , 𝑛} such that 𝑄′
𝑚 ∉ 𝛼(Δ). Then𝑚 > 0 and 𝑄′

𝑚−1
∈ 𝛼(Δ), so

that 𝑄′
𝑚−1

≠ 𝑄′
𝑚. The subgroup 𝑇

′
𝑚 therefore has smaller index in 𝑆′ than 𝑄′, and hence 𝑇′𝑚 ∈

𝛼(Δ). Fix 𝑇𝑚,𝑄𝑚−1 ∈ Δ and 𝜏𝑚 ∈ Aut (𝑇𝑚) such that 𝛽(𝑄𝑚−1) = 𝛼(𝑄𝑚−1) = 𝑄′
𝑚−1

, 𝛽(𝑇𝑚) =
𝛼(𝑇𝑚) = 𝑇′𝑚 and 𝛼𝑇𝑚,𝑇𝑚(𝜏𝑚) = 𝜏′𝑚.
Now 𝜌′(𝜏′𝑚) is an  ′-automorphism of 𝑇′𝑚 sending 𝑄′

𝑚−1
onto 𝑄′

𝑚. Thus, by (iii), 𝑐
−1
𝛽
(𝜌′(𝜏′𝑚)) =

𝛽−1 ◦ 𝜌′(𝜏′𝑚) ◦ 𝛽 is an  -automorphism of 𝑇𝑚 sending 𝑄𝑚−1 = 𝛽−1(𝑄′
𝑚−1

) onto 𝛽−1(𝑄′
𝑚). As

𝑄𝑚−1 ∈ Δ and Δ is closed under  -conjugacy by (A1), we have 𝛽−1(𝑄′
𝑚) ∈ Δ. Hence, 𝑄′

𝑚 =

𝛼(𝛽−1(𝑄′
𝑚)) ∈ 𝛼(Δ) by (ii), and this contradicts the choice of𝑚. □

An equivalence satisfying (typ) is said to be isotypical. One satisfying (inc) is said to send inclu-
sions to inclusions. Given Lemma 2.14, it is now sensible to define an isomorphism of transporter
systems to be an isotypical equivalence sending inclusions to inclusions.

Definition 2.15. Let and ′ be fusion systems over the finite 𝑝-groups 𝑆 and 𝑆′, and let ( , 𝜖, 𝜌)
and ( ′, 𝜖′, 𝜌′) be transporter systems over  and  ′, respectively. An equivalence of categories
𝛼∶  →  ′ is called an isomorphism of transporter systems if for all objects 𝑃 of  ,

(typ) 𝛼𝑃,𝑃(𝜖𝑃,𝑃(𝑃)) = 𝜖′
𝛼(𝑃),𝛼(𝑃)

(𝛼(𝑃)) and
(inc) 𝛼𝑃,𝑆(𝜖𝑃,𝑆(1)) = 𝜖′

𝛼(𝑃),𝛼(𝑆)
(1).

An isomorphism 𝛼∶  →  ′ of transporter systems is said to be rigid if 𝑆 = 𝑆′ and 𝛼𝑆,𝑆 ◦ 𝜖𝑆,𝑆 =
𝜖′
𝑆,𝑆

as homomorphisms 𝑆 → Aut ′ (𝑆).

Thus, an isomorphism of transporter systems is in particular an isomorphism of categories by
Lemma 2.14(c), and a rigid isomorphism is one for which the isomorphism 𝛽 of Lemma 2.14(b) is
the identity map on 𝑆 = 𝑆′.
This version of the definition of isomorphism of transporter systems is equivalent to the one

given in [25, Definition 2.3]. The definition of an isotypical equivalence is the same here as there.
The authors formulated the condition that 𝛼 sends inclusions to inclusions by requiring that
𝛼𝑃,𝑄(𝜖𝑃,𝑄(1)) = 𝜖′

𝛼(𝑃),𝛼(𝑄)
(1) for each pair of objects 𝑃 ⩽ 𝑄 in [25]. But as was pointed out to the

third author by Julian Kaspczyk, this assumes implicitly that 𝑃 ⩽ 𝑄 implies 𝛼(𝑃) ⩽ 𝛼(𝑄), which
presumably need not hold for an arbitrary equivalence. Lemma 2.14(a), however, shows that
(inc) makes sense when 𝛼 is isotypical, and then Lemma 2.14(ii) gives indeed that 𝛼(𝑃) ⩽ 𝛼(𝑄)

and 𝛼𝑃,𝑄(𝜖𝑃,𝑄(1)) = 𝜖′
𝛼(𝑃),𝛼(𝑄)

(1) whenever 𝑃 ⩽ 𝑄 are objects of  . Thus, (typ) and the seemingly
stronger condition

(inc’) 𝛼𝑃,𝑄(𝜖𝑃,𝑄(1)) = 𝜖′
𝛼(𝑃),𝛼(𝑄)

(1) whenever 𝑃 ⩽ 𝑄 are objects of  with 𝛼(𝑃) ⩽ 𝛼(𝑄)

are together equivalent to conditions (typ) and (inc). We will refer to property (inc’) also by saying
that “𝛼 sends inclusions to inclusions”.
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38 HENKE et al.

2.5 The correspondence between transporter systems and localities

Throughout this subsection, let  be a fusion system over 𝑆.
Every locality (, Δ, 𝑆) over  leads to a transporter system associated to  . To see that we

need to consider conjugation from the left. If 𝑓, 𝑥 ∈  such that (𝑓, 𝑥, 𝑓−1) ∈ 𝐃 (or equivalently
𝑥 ∈ 𝐃(𝑓−1)), then we set 𝑓𝑥 ∶= Π(𝑓, 𝑥, 𝑓−1) = 𝑥𝑓

−1 . Similarly, if 𝑓 ∈  and  ⊆ 𝐃(𝑓−1), then
set

𝑓 ∶= 𝑓−1 ∶= {𝑓𝑥∶ 𝑥 ∈ }.

Define Δ() to be the category whose object set is Δ with the morphism set MorΔ()(𝑃, 𝑄)

between two objects 𝑃,𝑄 ∈ Δ given as the set of triples (𝑓, 𝑃, 𝑄)with 𝑓 ∈  such that 𝑃 ⊆ 𝐃(𝑓−1)

and 𝑓𝑃 ⩽ 𝑄. This leads to a transporter system (Δ(), 𝜖, 𝜌), where for all 𝑃,𝑄 ∈ Δ, 𝜖𝑃,𝑄 is the
inclusion map and 𝜌𝑃,𝑄 sends (𝑓, 𝑃, 𝑄) to the conjugation map 𝑃 → 𝑄, 𝑥 ↦ 𝑓𝑥.
Conversely, Chermak showed in [14, appendix] essentially that every transporter system leads

to a locality. More precisely, it is proved in [25, Theorem 2.11] that there is an equivalence of cat-
egories between the category of transporter systems with morphisms the isomorphisms and the
category of localities with morphisms the isomorphisms, and such an equivalence can be cho-
sen to preserve the rigid isomorphisms. The definition of a locality in [25] differs slightly from
the one given in this paper, but the two definitions can be seen to be equivalent if one uses first
that conjugation by 𝑓 ∈  from the left corresponds to conjugation by 𝑓−1 from the right, and
second that for every partial group  with productΠ∶ 𝐃 →  the axioms of a partial group yield
𝐃 = {𝑤 ∈ 𝐖()∶ 𝑤−1 ∈ 𝐃}.
We will consider punctured groups in either setting thus using the term “punctured group”

slightly abusively.

Definition 2.16. We call a transporter system  over  a punctured group if the object set of
 equals the set of all nonidentity subgroups. Similarly, a locality (, Δ, 𝑆) over  is said to be a
punctured group if Δ is the set of all nonidentity subgroups of 𝑆.

Observe that a transporter system over that is a punctured group exists if and only if a locality
over that is a punctured group exists. If itmatters it will always be clear from the contextwhether
we mean by a punctured group a transporter system or a locality.

2.6 Linking localities and linking systems

As we have seen in the previous subsection, localities correspond to transporter systems. Of fun-
damental importance in the theory of fusion systems are (centric) linking systems, which are
special cases of transporter systems. It is therefore natural to look at localities corresponding
to linking systems. Thus, we will introduce special kinds of localities called linking locali-
ties. We will moreover introduce a (slightly nonstandard) definition of linking systems and
summarize some of the most important results about the existence and uniqueness of linking
systems and linking localities. Throughout this subsection let  be a saturated fusion system
over 𝑆.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 39

We refer the reader to [2] for the definitions of  -centric and  -centric radical subgroups
denoted by  𝑐 and  𝑐𝑟 respectively. Moreover, we will use the following definition that was
introduced in [28].

Definition 2.17. A subgroup 𝑃 ⩽ 𝑆 is called  -subcentric if 𝑂𝑝(𝑁 (𝑄)) is centric in  for every
fully  -normalized  -conjugate 𝑄 of 𝑃. The set of subcentric subgroups is denoted by  𝑠.

Recall that  is called constrained if there is an  -centric normal subgroup of  . It is shown in
[28, Lemma 3.1] that a subgroup 𝑃 ⩽ 𝑆 is  -subcentric if and only if for some (and thus for every)
fully  -normalized  -conjugate 𝑄 of 𝑃, the normalizer 𝑁 (𝑄) is constrained.

Definition 2.18.

∙ A finite group 𝐺 is said to be of characteristic 𝑝 if 𝐶𝐺(𝑂𝑝(𝐺)) ⩽ 𝑂𝑝(𝐺).
∙ Define a locality (, Δ, 𝑆) to be of objective characteristic 𝑝 if, for any 𝑃 ∈ Δ, the group𝑁(𝑃) is
of characteristic 𝑝.

∙ A locality (, Δ, 𝑆) over  is called a linking locality, if  𝑐𝑟 ⊆ Δ and (, Δ, 𝑆) is of objective
characteristic 𝑝.

∙ A subcentric linking locality over  is a linking locality (, 𝑠, 𝑆) over  . Similarly, a centric
linking locality over  is a linking locality (, 𝑐, 𝑆) over  .

If (, Δ, 𝑆) is a centric linking locality, then it is shown in [28, Proposition 1] that the corre-
sponding transporter system Δ() is a centric linking system. Also, if (, Δ, 𝑆) is a centric linking
locality, then it is a centric linking system in the sense of Chermak [14], that is, we have the
property that 𝐶(𝑃) ⩽ 𝑃 for every 𝑃 ∈ Δ.
The term linking system is used in [28] for all transporter systems coming from linking locali-

ties, as such transporter systems have properties similar to the ones of linking systems in Oliver’s
definition [40] and can be seen as a generalization of such linking systems. We adapt this slightly
nonstandard definition here.

Definition 2.19. A linking system over  is a transporter system  over  such that  𝑐𝑟 ⊆ obj( )

and Aut (𝑃) is of characteristic 𝑝 for every 𝑃 ∈ obj( ). A subcentric linking system over  is a
linking system  whose set of objects is the set  𝑠 of subcentric subgroups.

Proving the existence and uniqueness of centric linking systemswas a long-standing open prob-
lem, which was solved by Chermak [14]. Building on a basic idea in Chermak’s proof, Oliver [41]
gave a new one via an earlier developed cohomological obstruction theory. Both proofs depend a
priori on the classification of finite simple groups, but work of Glauberman and the third author of
this paper [24] removes the dependence ofOliver’s proof on the classification. The precise theorem
proved is the following.

Theorem 2.20 (Chermak [14], Oliver [41], Glauberman–Lynd [24]). There exists a centric linking
system associated to  that is unique up to an isomorphism of transporter systems. Similarly, there
exists a centric linking locality over  that is unique up to a rigid isomorphism.

Using the existence and uniqueness of centric linking systems one can relatively easily prove
the following theorem.
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40 HENKE et al.

Theorem 2.21 (Henke [28]). The following hold.

(a) If  𝑐𝑟 ⊆ Δ ⊆  𝑠 such that Δ is overgroup-closed in 𝑆 and closed under  -conjugacy, then there
exists a linking locality over with object setΔ, and such a linking locality is unique up to a rigid
isomorphism. Similarly, there exists a linking system  associated to  whose set of objects is Δ,
and such a linking system is unique up to an isomorphism of transporter systems. Moreover, the
nerve | | is homotopy equivalent to the nerve of a centric linking system associated to  .

(b) The set  𝑠 is overgroup-closed in 𝑆 and closed under  -conjugacy. In particular, there exists a
subcentric linking locality over  that is unique up to a rigid isomorphism, and there exists a
subcentric linking system associated to  that is unique up to an isomorphism of transporter
systems.

The existence of subcentric linking systems stated in part (b) of the above theorem gives often
a way of proving the existence of a punctured group, and indeed yields a punctured group directly
when the fusion system is of characteristic 𝑝-type.

Definition 2.22. The saturated fusion system  is of characteristic 𝑝-type if𝑁 (𝑄) is constrained
for every nontrivial fully  -normalized subgroup 𝑄 of 𝑆.

Note that a fusion system is constrained if and only if the trivial subgroup of 𝑆 is -subcentric,
and thus if and only if every subgroup of 𝑆 is  -subcentric. The next lemma gives an analogous
characterization for fusion systems of characteristic 𝑝-type. Properties (c) and (c’) of it will be the
usual way we use the characteristic 𝑝-type condition in Section 5, for example.

Lemma 2.23. The following are equivalent.

(a)  is of characteristic 𝑝-type.
(b) Every nonidentity subgroup of 𝑆 is  -subcentric.
(c) 𝑁 (𝑄) is constrained for each fully normalized 𝑄 ⩽ 𝑆 of order 𝑝.
(c’) 𝐶 (𝑄) is constrained for each fully normalized 𝑄 ⩽ 𝑆 of order 𝑝.

Proof. Points (a) and (b) are equivalent by the definition of subcentric subgroup. For the equiv-
alence of (c) and (c’), we refer to [28, Lemma 2.13]. Finally, (b) and (c) are equivalent by
Theorem 2.21(b) (i.e.,  𝑠 is overgroup-closed and closed under  -conjugacy). □

Thus, if  is of characteristic 𝑝-type but not constrained, then the set  𝑠 equals the set of all
nonidentity subgroups. In any case, by Theorem 2.21(b) and Lemma 2.23, there exists a canoni-
cal punctured group associated to each  of characteristic 𝑝-type, namely the subcentric linking
locality (or the subcentric linking system if one uses the language of transporter systems).

2.7 Partial normal 𝒑′-subgroups

Normal 𝑝′-subgroups are often considered in finite group theory. We will now introduce a cor-
responding notion in localities and prove some basic properties. Throughout this subsection, let
(, Δ, 𝑆) be a locality.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 41

Definition 2.24. A partial normal𝑝′-subgroup of is a partial normal subgroup of such that
 ∩ 𝑆 = 1. The locality (, Δ, 𝑆) is said to be 𝑝′-reduced if there is no nontrivial partial normal
𝑝′-subgroup of .

Remark 2.25. If (, Δ, 𝑆) is a locality over a fusion system  , then for any 𝑝′-group 𝑁, the direct
product ( × 𝑁,Δ, 𝑆) is a locality over such that𝑁 is a partial normal 𝑝′-subgroup of × 𝑁 and
( × 𝑁)∕𝑁 ≅ ; see [27] for details of the construction of direct products of localities. Thus, if we
want to prove classification theorems for localities, it is actually reasonable to restrict attention to
𝑝′-reduced localities.

Recall that, for a finite group 𝐺, the largest normal 𝑝′-subgroup is denoted by 𝑂𝑝′(𝐺). Indeed,
a similar notion can be defined for localities. Namely, it is a special case of [15, Theorem 5.1] that
the product of two partial normal 𝑝′-subgroups is again a partial normal 𝑝′-subgroup. Thus, the
following definition makes sense.

Definition 2.26. The largest normal 𝑝′-subgroup of  is denoted by 𝑂𝑝′().

We will now prove some properties of partial normal 𝑝′-subgroups. To start, we show two lem-
mas that generalize corresponding statements for groups. The first of these lemmas gives a way
of passing from an arbitrary locality to a 𝑝′-reduced locality.

Lemma 2.27. Set  ∶= ∕𝑂𝑝′(). Then (, Δ, 𝑆) is 𝑝′-reduced.

Proof. Let be the preimage of𝑂𝑝′() under the natural projection → . Then by [15, Proposi-
tion 4.7], is a partial normal subgroup of  containing𝑂𝑝′(). Moreover, ∩ 𝑆 ⊆  ∩ 𝑆 = 1,
which implies ∩ 𝑆 ⊆ 𝑂𝑝′() and thus ∩ 𝑆 ⊆ 𝑂𝑝′() ∩ 𝑆 = 1. Thus, is a partial normal 𝑝′

subgroup of  and so by definition contained in 𝑂𝑝′(). This implies 𝑂𝑝′() =  = 1. □

Lemma 2.28. Given a partial normal 𝑝′-subgroup of , the image of 𝑂𝑝′() in ∕ under the
canonical projection is a partial normal 𝑝′-subgroup of ∕ . In particular, if ∕ is 𝑝′-reduced,
then = 𝑂𝑝′().

Proof. Set  ∶= ∕ . Then by [15, Proposition 4.7], 𝑂𝑝′() is a partial normal subgroup of .
By Lemma 2.12, the preimage of 𝑆 equals 𝑆. As  ⊆ 𝑂𝑝′(), the preimage of 𝑂𝑝′() ∩ 𝑆 is
thus contained in 𝑂𝑝′() ∩ (𝑆). By the Dedekind lemma [15, Lemma 1.10], we have 𝑂𝑝′() ∩
(𝑆) =  (𝑂𝑝′() ∩ 𝑆) =  . Hence,𝑂𝑝′() ∩ 𝑆 = 𝟏 and𝑂𝑝′() is a normal 𝑝′-subgroup of. If
 = ∕ is 𝑝′-reduced, it follows that 𝑂𝑝′() = 𝟏 and so 𝑂𝑝′() =  . □

We now proceed to prove some technical results that are needed in the next subsection.

Lemma 2.29. If is a partial normal 𝑝′-subgroup of , then 𝑓 ∈ 𝐶 (𝑆𝑓) for every 𝑓 ∈  .

Proof. Let 𝑓 ∈  , set 𝑃 ∶= 𝑆𝑓 and let 𝑠 ∈ 𝑃. Then 𝑃𝑓 ⩽ 𝑆 and thus 𝑃𝑓𝑠 ⩽ 𝑆. Moreover, 𝑃𝑠 = 𝑃.
Thus, 𝑤 = (𝑠−1, 𝑓−1, 𝑠, 𝑓) ∈ 𝐃 via 𝑃𝑓𝑠. Now Π(𝑤) = (𝑓−1)𝑠𝑓 = 𝑠−1𝑠𝑓 ∈  ∩ 𝑆 = 𝟏 and hence
𝑠𝑓 = 𝑠. As 𝑠 ∈ 𝑃 was arbitrary, this proves 𝑓 ∈ 𝐶 (𝑃). □
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42 HENKE et al.

Lemma 2.30. If  is a nontrivial partial normal 𝑝′ subgroup of , then there exists 𝑃 ∈ Δ such
that𝑁 (𝑃) = 𝐶 (𝑃) ≠ 1. In particular, if 𝑂𝑝′(𝑁(𝑃)) = 1 for all 𝑃 ∈ Δ, then 𝑂𝑝′() = 1.

Proof. Let be a nontrivial partial normal 𝑝′-subgroup and pick 1 ≠ 𝑓 ∈  . Then 𝑃 ∶= 𝑆𝑓 ∈ Δ

by Lemma 2.7(d), and it follows from Lemma 2.29 that 1 ≠ 𝑓 ∈ 𝐶 (𝑃). As 𝑁 (𝑃) is a normal
𝑝′-subgroup of𝑁(𝑃) and 𝑃 is a normal 𝑝-subgroup of𝑁(𝑃), we have 𝐶 (𝑃) = 𝑁 (𝑃). Hence,
𝐶 (𝑃) = 𝑁 (𝑃) ≠ 1 is a normal 𝑝′-subgroup of 𝑁(𝑃) and the assertion follows. □

Corollary 2.31. If (, Δ, 𝑆) is a linking locality or,more generally, a locality of objective characteristic
𝑝, then 𝑂𝑝′() = 1.

Proof. If, for every 𝑃 ∈ Δ, the group𝑁(𝑃) is of characteristic 𝑝, then it is in particular 𝑝′-reduced.
Thus, the assertion follows from Corollary 2.30. □

2.8 A signalizer functor theorem for punctured groups

In this section, we provide some tools for showing that a locality has a nontrivial partial normal
𝑝′-subgroup. Corresponding problems for groups are typically treated using signalizer functor
theory. A similar language will be used here for localities. We will start by investigating how a
nontrivial partial normal 𝑝′-subgroup can be produced if some information is known on the level
of normalizers of objects. Wewill then use this to show a theorem for punctured groups that looks
similar to the signalizer functor theorem for finite groups, but is muchmore elementary to prove.
Throughout this subsection, let (, Δ, 𝑆) be a locality.

Definition 2.32. A signalizer functor of (, Δ, 𝑆) on objects is a map fromΔ to the set of subgroups
of , which associates to 𝑃 ∈ Δ a normal 𝑝′-subgroup Θ(𝑃) of 𝑁(𝑃) such that the following
conditions hold.

∙ (Conjugacy condition) Θ(𝑃)g = Θ(𝑃g ) for all 𝑃 ∈ Δ and all g ∈  with 𝑃 ⩽ 𝑆g .
∙ (Balance condition) Θ(𝑃) ∩ 𝐶(𝑄) = Θ(𝑄) for all 𝑃,𝑄 ∈ Δ with 𝑃 ⩽ 𝑄.

As seen in Lemma 2.30, given a locality (, Δ, 𝑆) with 𝑂𝑝′() ≠ 1, there exists 𝑃 ∈ Δ with
𝑂𝑝′(𝑁(𝑃)) ≠ 1. The next theorem says basically that, under suitable extra conditions, the
converse holds.

Proposition 2.33. If Θ is a signalizer functor of (, Δ, 𝑆) on objects, then

Θ̂ ∶=
⋃
𝑃∈Δ

Θ(𝑃)

is a partial normal 𝑝′-subgroup of . In particular, the canonical projection 𝜌∶  → ∕Θ̂ restricts
to an isomorphism 𝑆 → 𝑆𝜌. Upon identifying 𝑆 with 𝑆𝜌, the following properties hold.

(a) (∕Θ̂, Δ, 𝑆) is a locality and 𝑆(∕Θ̂) = 𝑆().
(b) For each 𝑃 ∈ Δ, the restriction 𝑁(𝑃) → 𝑁∕Θ̂(𝑃) of 𝜌 is an epimorphism with kernel Θ(𝑃). In

particular,𝑁(𝑃)∕Θ(𝑃) ≅ 𝑁∕Θ̂(𝑃).
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 43

Proof. We proceed in three steps, where in the first step, we prove a technical property, which
allows us in the second step to show that Θ̂ is a partial normal 𝑝′-subgroup, and in the third step
to conclude that the remaining properties hold.
Step 1:We show 𝑥 ∈ Θ(𝑆𝑥) for any 𝑥 ∈ Θ̂. Let 𝑥 ∈ Θ̂. Then by definition of Θ̂, the element 𝑥 lies

inΘ(𝑃) for some 𝑃 ∈ Δ. Choose such 𝑃maximal with respect to inclusion. Notice that [𝑃, 𝑥] = 1.
In particular, 𝑃 ⩽ 𝑆𝑥 and [𝑁𝑆𝑥

(𝑃), 𝑥] ⩽ Θ(𝑃) ∩ 𝑁𝑆(𝑃) = 𝟏. Hence, using the balance condition,
we conclude 𝑥 ∈ Θ(𝑃) ∩ 𝐶(𝑁𝑆𝑥

(𝑃)) = Θ(𝑁𝑆𝑥
(𝑃)). So, the maximality of 𝑃 yields 𝑃 = 𝑁𝑆𝑥

(𝑃) and
thus 𝑃 = 𝑆𝑥. Hence, 𝑥 ∈ Θ(𝑆𝑥) as required.
Step 2:We show that Θ̂ is a partial normal𝑝′-subgroup of. Clearly, Θ̂ is closed under inversion,

as Θ(𝑃) is a group for every 𝑃 ∈ Δ. Note also that Π(∅) = 𝟏 ∈ Θ̂ as 𝟏 ∈ Θ(𝑃) for any 𝑃 ∈ Δ. Let
now (𝑥1, … , 𝑥𝑛) ∈ 𝐃 ∩𝐖(Θ̂)with 𝑛 ⩾ 1. Then 𝑅 ∶= 𝑆(𝑥1,…,𝑥𝑛) ∈ Δ by Lemma 2.7(f). Induction on
𝑖 together with the balance condition and Step 1 show 𝑅 ⩽ 𝑆𝑥𝑖 and 𝑥𝑖 ∈ Θ(𝑆𝑥𝑖 ) ⩽ Θ(𝑅) ⩽ 𝐶(𝑅)

for each 𝑖 = 1, … , 𝑛. Hence, Π(𝑥1, 𝑥2, … , 𝑥𝑛) ∈ Θ(𝑅) ⊆ Θ̂. Thus, Θ̂ is a partial subgroup of .
Let 𝑥 ∈ Θ̂ and 𝑓 ∈  with (𝑓−1, 𝑥, 𝑓) ∈ 𝐃. Then 𝑋 ∶= 𝑆(𝑓−1,𝑥,𝑓) ∈ Δ by Lemma 2.7(f). More-

over,𝑋𝑓−1 ⩽ 𝑆𝑥. By Step 1, we have 𝑥 ∈ Θ(𝑆𝑥), and then by the balance condition, 𝑥 ∈ Θ(𝑋𝑓−1). It
follows now from the conjugacy condition that 𝑥𝑓 ∈ Θ(𝑋𝑓−1)

𝑓
= Θ(𝑋) ⊆ Θ̂. Hence, Θ̂ is a partial

normal subgroup of . Notice that Θ̂ ∩ 𝑆 = 𝟏, as Θ(𝑃) ∩ 𝑆 = Θ(𝑃) ∩ 𝑁𝑆(𝑃) = 𝟏 for each 𝑃 ∈ Δ.
Thus, Θ̂ is a partial normal 𝑝′-subgroup of .
Step 3:We are now in a position to complete the proof. By [15, Corollary 4.5], the quotient map

𝜌∶  → ∕Θ̂ is a projection of partial groups with ker(𝜌) = Θ̂. Moreover, by the same result,
setting Δ𝜌 ∶= {𝑃𝜌 ∶ 𝑃 ∈ Δ}, the triple (∕Θ̂, Δ𝜌, 𝑆𝜌) is a locality. Notice that 𝜌|𝑆 ∶ 𝑆 → 𝑆𝜌 is a
homomorphism of groups with kernel 𝑆 ∩ Θ̂ = 1 and thus an isomorphism of groups. Upon iden-
tifying 𝑆 with 𝑆𝜌, it follows now that (∕Θ̂, Δ, 𝑆) is a locality. Moreover, by [28, Theorem 5.7(b)],
we have 𝑆() = 𝑆(∕Θ̂). So, (a) holds.
Let 𝑃 ∈ Δ. By [15, Theorem 4.3(c)], the restriction of 𝜌 to a map 𝑁(𝑃) → 𝑁∕Θ̂(𝑃) is an epi-

morphismwith kernel𝑁(𝑃) ∩ Θ̂. For any 𝑥 ∈ 𝑁(𝑃) ∩ Θ̂, we have 𝑃 ⩽ 𝑆𝑥 and then 𝑥 ∈ Θ(𝑆𝑥) ⩽

Θ(𝑃) by the balance condition and Step 1. This shows 𝑁(𝑃) ∩ Θ̂ = Θ(𝑃) and so (b) holds. □

The property stated in Proposition 2.33(a) holds indeed for every partial normal 𝑝′-subgroup
Θ̂ of . More generally, for any partial normal subgroup  of , setting  ∶= ∕ and Δ ∶=

{𝑃∶ 𝑃 ∈ Δ}, the triple (, Δ, 𝑆) is a locality with 
𝑆
() ≅ 𝑆()∕(𝑆 ∩ ) (see [15, Corollary 4.5]

and [28, Theorem 5.7]).

Remark 2.34. If𝑃,𝑄, 𝑅 ∈ Δ such that𝑃 ⩽ 𝑄 ⩽ 𝑅 and the balance condition inDefinition 2.32 holds
for the pair 𝑃 ⩽ 𝑄, then

Θ(𝑄) ∩ 𝐶(𝑅) = Θ(𝑃) ∩ 𝐶(𝑄) ∩ 𝐶(𝑅) = Θ(𝑃) ∩ 𝐶(𝑅)

so Θ(𝑅) = Θ(𝑄) ∩ 𝐶(𝑅) if and only if Θ(𝑅) = Θ(𝑃) ∩ 𝐶(𝑅). Hence, in this situation balance
holds for the pair 𝑄 ⩽ 𝑅 if and only if balance holds for the pair 𝑃 ⩽ 𝑅.

Definition 2.35. Let 𝐺 be a finite group. Then 𝐺 is said to be 𝑝-constrained if 𝐺∕𝑂𝑝′(𝐺) is of
characteristic 𝑝. The group 𝐺 is called Sylow 𝑝-constrained, if 𝐶𝑇(𝑂𝑝(𝐺)) ⩽ 𝑂𝑝(𝐺) for some (and
thus for every) Sylow 𝑝-subgroup 𝑇 of 𝐺.
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44 HENKE et al.

The following proposition is essentially a restatement of [28, Proposition 6.4], but we will give
an independent proof building on the previous proposition.

Proposition 2.36. Let (, Δ, 𝑆) be a locality such that 𝑁(𝑃) is 𝑝-constrained for all 𝑃 ∈ Δ. For
each 𝑃 ∈ Δ, set

Θ(𝑃) ∶= 𝑂𝑝′(𝑁(𝑃)).

Then the assignment Θ is a signalizer functor of (, Δ, 𝑆) on objects and 𝑂𝑝′() equals Θ̂ ∶=⋃
{Θ(𝑃)∶ 𝑃 ∈ Δ}. In particular, the canonical projection 𝜌∶  → ∕Θ̂ restricts to an isomorphism

𝑆 → 𝑆𝜌. Upon identifying 𝑆 with 𝑆𝜌, the following properties hold.

(a) (∕Θ̂, Δ, 𝑆) is a locality of objective characteristic 𝑝.
(b) 𝑆(∕Θ̂) = 𝑆().
(c) For every 𝑃 ∈ Δ, the restriction𝑁(𝑃) → 𝑁∕Θ̂(𝑃) of 𝜌 is an epimorphism with kernel Θ(𝑃). In

particular,𝑁(𝑃)∕Θ(𝑃) ≅ 𝑁∕Θ̂(𝑃).

Proof. We remark first that, as any normal 𝑝′-subgroup of𝑁(𝑃) centralizes 𝑃 and 𝑂𝑝′(𝐶(𝑃)) is
characteristic in 𝐶(𝑃) ⊴ 𝑁(𝑃), we have Θ(𝑃) = 𝑂𝑝′(𝐶(𝑃)) for every 𝑃 ∈ Δ.
We show now that the assignment Θ is a signalizer functor of  on objects. It follows from

Lemma 2.7(b) that the conjugacy condition holds. Thus, it remains to show the balance condition,
that is, that Θ(𝑄) = Θ(𝑃) ∩ 𝐶(𝑄) for any 𝑃,𝑄 ∈ Δ with 𝑃 ⩽ 𝑄. For the proof note that 𝑃 is sub-
normal in 𝑄. So, by induction on the subnormal length and by Remark 2.34, we may assume that
𝑃 ⊴ 𝑄. Set 𝐺 ∶= 𝑁(𝑃). Then 𝑄 ⩽ 𝐺 and 𝐶(𝑄) = 𝐶𝐺(𝑄). As 𝐺 is 𝑝-constrained, it follows from
[34, 8.2.12] that 𝑂𝑝′(𝑁𝐺(𝑄)) = 𝑂𝑝′(𝐺) ∩ 𝑁𝐺(𝑄) = 𝑂𝑝′(𝐺) ∩ 𝐶𝐺(𝑄). Hence, Θ(𝑄) = 𝑂𝑝′(𝐶(𝑄)) =

𝑂𝑝′(𝐶𝐺(𝑄)) = 𝑂𝑝′(𝑁𝐺(𝑄)) = 𝑂𝑝′(𝐺) ∩ 𝐶𝐺(𝑄) = Θ(𝑃) ∩ 𝐶(𝑄). This proves that the assignment
Θ is a signalizer functor of (, Δ, 𝑆) on objects. In particular, by Proposition 2.33, the subset

Θ̂ ∶=
⋃
𝑃∈Δ

Θ(𝑃)

is a partial normal 𝑝′-subgroup of . Moreover, upon identifying 𝑆 with its image in ∕Θ̂, the
triple (∕Θ̂, Δ, 𝑆) is a locality and properties (b) and (c) hold. Part (c) and our assumption yield
(a). Hence, by Corollary 2.31, we have𝑂𝑝′(∕Θ̂) = 𝟏. So, by Lemma 2.28, we have Θ̂ = 𝑂𝑝′() and
the proof is complete. □

Lemma 2.37. If 𝐺 is a Sylow 𝑝-constrained finite group, then 𝐺 is 𝑝-constrained.

Proof. Write 𝑇 for a Sylow 𝑝-subgroup of 𝐺, and set 𝑃 ∶= 𝑂𝑝(𝐺). Then the centralizer 𝐶𝑇(𝑃)
equals 𝑍(𝑃) and is thus a central Sylow 𝑝-subgroup of 𝐶𝐺(𝑃). So, for example, by the Schur–
Zassenhaus theorem [34, 6.2.1], we have 𝐶𝐺(𝑃) = 𝑍(𝑃) × 𝑂𝑝′(𝐶𝐺(𝑃)) ⩽ 𝑍(𝑃) × 𝑂𝑝′(𝐺). Set 𝐺 =

𝐺∕𝑂𝑝′(𝐺), write 𝐶 for the preimage of 𝐶
𝐺
(𝑃) in 𝐺. As 𝑃 is normal in 𝐺, it follows that [𝑃, 𝐶] ⩽

𝑃 ∩ 𝑂𝑝′(𝐺) = 1. So, 𝐶 = 𝐶𝐺(𝑃) and thus 𝐶 = 𝐶𝐺(𝑃) ⩽ 𝑃. Thus, 𝐺 has characteristic 𝑝 and 𝐺 is
𝑝-constrained. □

We now turn attention to the case that (, Δ, 𝑆) is a punctured group and we are given a sig-
nalizer functor on elements of order 𝑝 in the sense of Definition 1.2 in the introduction. We show
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 45

first that, if 𝜃 is such a signalizer functor on elements of order 𝑝 and 𝑎 ∈ 𝑝(𝑆), the subgroup 𝜃(𝑎)
depends only on ⟨𝑎⟩.
Lemma 2.38. Let (, Δ, 𝑆) be a punctured group and let 𝜃 be a signalizer functor of (, Δ, 𝑆) on
elements of order 𝑝. Then 𝜃(𝑎) = 𝜃(𝑏) for all 𝑎, 𝑏 ∈ 𝑝(𝑆) with ⟨𝑎⟩ = ⟨𝑏⟩.
Proof. If ⟨𝑎⟩ = ⟨𝑏⟩, then [𝑎, 𝑏] = 1 and 𝜃(𝑎) ⊆ 𝐶(𝑎) = 𝐶(𝑏). So, the balance condition implies
𝜃(𝑎) = 𝜃(𝑎) ∩ 𝐶(𝑏) ⊆ 𝜃(𝑏). A symmetric argument gives the opposite inclusion 𝜃(𝑏) ⊆ 𝜃(𝑎), so
the assertion holds. □

Theorem 1.3 in the introduction follows directly from the following theorem, which explains
at the same time how a signalizer functor on objects can be constructed from a signalizer functor
on elements of order 𝑝.

Theorem 2.39 (Signalizer functor theorem for punctured groups). Let (, Δ, 𝑆) be a punctured
group and suppose 𝜃 is a signalizer functor of (, Δ, 𝑆) on elements of order 𝑝. Then a signalizer
functor Θ of (, Δ, 𝑆) on objects is defined by

Θ(𝑃) ∶=
⎛⎜⎜⎝

⋂
𝑥∈𝑝(𝑃)

𝜃(𝑥)
⎞⎟⎟⎠ ∩ 𝐶(𝑃) for all 𝑃 ∈ Δ.

In particular,

Θ̂ ∶=
⋃
𝑃∈Δ

Θ(𝑃) =
⋃

𝑥∈𝑝(𝑆)

𝜃(𝑥)

is a partial normal 𝑝′ subgroup of  and the other conclusions in Proposition 2.33 hold.

Proof. As 𝜃(𝑥) is a 𝑝′-subgroup for each 𝑥 ∈ 𝑝(𝑆), the subgroup Θ(𝑃) is a 𝑝′-subgroup for each
object 𝑃 ∈ Δ. Moreover, it follows from the conjugacy condition for 𝜃 (as stated in Definition 1.2)
thatΘ(𝑃) is a normal subgroup of𝑁(𝑃), and that the conjugacy condition stated inDefinition 2.32
holds forΘ; to obtain the latter conclusion notice that Lemma 2.7(b) implies 𝐶(𝑃)

g = 𝐶(𝑃
g ) for

every 𝑃 ∈ Θ and every g ∈  with 𝑃 ⩽ 𝑆g .
To prove thatΘ is a signalizer functor on objects, it remains to show that the balance condition

Θ(𝑃) ∩ 𝐶(𝑄) = Θ(𝑄) holds for every pair 𝑃 ⩽ 𝑄 with 𝑃 ∈ Δ. Notice that 𝑃 is subnormal in 𝑄

whenever 𝑃 ⩽ 𝑄. Hence, if the balance condition forΘ fails for some pair 𝑃 ⩽ 𝑄with 𝑃 ∈ Δ, then
by Remark 2.34, it fails for some pair 𝑃 ⊴ 𝑄 with 𝑃 ∈ Δ. Suppose this is the case. Among all pairs
𝑃 ⊴ 𝑄 such that 𝑃 ∈ Δ and the balance condition fails, choose one such that 𝑄 is of minimal
order.
Notice that 𝑃 < 𝑄, as the balance condition would otherwise trivially hold. So as 1 ≠ 𝑃0 ∶=

𝐶𝑃(𝑄) ∈ Δ and 𝑃0 ⊴ 𝑃, the minimality of |𝑄| yields that the balance condition holds for the
pair 𝑃0 ⩽ 𝑃. If the balance condition holds also for the pair 𝑃0 ⊴ 𝑄, then the balance condition
holds for the pair 𝑃 ⩽ 𝑄 by Remark 2.34, contradicting our assumption. So, the balance condi-
tion does not hold for 𝑃0 ⩽ 𝑄. Therefore, replacing 𝑃 by 𝑃0, we can and will assume from now on
that 𝑃 ⩽ 𝑍(𝑄).
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46 HENKE et al.

It is clear from the definition thatΘ(𝑄) ⩽ Θ(𝑃) ∩ 𝐶(𝑄). Hence, it remains to prove the opposite
inclusion. By definition of Θ(𝑄), this means that we need to show Θ(𝑃) ∩ 𝐶(𝑄) ⩽ 𝜃(𝑏) for all
𝑏 ∈ 𝑝(𝑄). To show this fix 𝑏 ∈ 𝑝(𝑄). As 𝑃 ∈ Δ, we have 𝑃 ≠ 1 and so we can pick 𝑎 ∈ 𝑝(𝑃).
As 𝑃 ⩽ 𝑍(𝑄), the elements 𝑎 and 𝑏 commute. Hence, the balance condition for 𝜃 yields

Θ(𝑃) ∩ 𝐶(𝑄) ⩽ 𝜃(𝑎) ∩ 𝐶(𝑏) ⩽ 𝜃(𝑏).

This completes the proof that Θ is a signalizer functor on objects.
Given 𝑃 ∈ Δ, we can pick any 𝑥 ∈ 𝑝(𝑃) and have Θ(𝑃) ⊆ 𝜃(𝑥). Hence, Θ̂ ∶=

⋃
𝑃∈Δ Θ(𝑃) is

contained in
⋃

𝑥∈𝑝(𝑆)
𝜃(𝑥). The opposite inclusion holds as well, as Lemma 2.38 implies 𝜃(𝑥) =

Θ(⟨𝑥⟩) for every 𝑥 ∈ 𝑝(𝑆). The assertion follows now from Proposition 2.33. □

3 SHARPNESS OF THE SUBGROUP DECOMPOSITION

3.1 Additive extensions of categories

Let  be a (small) category. Define a category ⨿ as follows, see [32, section 4]. The objects of
⨿ are pairs (𝐼, 𝐗) where 𝐼 is a finite set and 𝐗∶ 𝐼 → obj() is a function. A morphisms (𝐼, 𝐗) →
(𝐽, 𝐘) is a pair (𝜎, 𝐟 ) where 𝜎∶ 𝐼 → 𝐽 is a function and 𝐟 ∶ 𝐼 → mor() is a function such that
𝐟 (𝑖) ∈ (𝐗(𝑖), 𝐘(𝜎(𝑖))). We leave it to the reader to check that this defines a category.
There is a fully faithful inclusion  ⊆ ⨿ by sending 𝑋 ∈  to the function 𝐗∶ {∅} → obj()

with 𝐗(∅) = 𝑋. We will write 𝑋 (not boldface) to denote these objects in ⨿.

The category ⨿ has a monoidal structure
∐

where (𝐼, 𝐗)
∐
(𝐽, 𝐘)

def
= (𝐼

∐
𝐽, 𝐗

∐
𝐘). One

checks that this is the categorical coproduct in ⨿. For this reason, we will often write objects
of ⨿ in the form

∐
𝑖∈𝐼 𝑋𝑖 where 𝑋𝑖 ∈ . Also, when the indexing set 𝐼 is understood we will

simply write 𝐗 instead of (𝐼, 𝐗).
When (𝐼, 𝐗) is an object and 𝐽 ⊆ 𝐼 wewill refer to (𝐽, 𝐗|𝐽) as a “subobject” of (𝐼, 𝐗) andwe leave

it to the reader to check that the inclusion is a monomorphism, namely for any two morphisms
𝐟 , 𝐠∶ 𝐘 → 𝐗|𝐽 , if incl𝐗𝐗|𝐽 ◦ 𝐟 = incl𝐗

𝐗|𝐽 ◦ 𝐠 then 𝐟 = 𝐠. One also checks that

⨿(
∐
𝑖∈𝐼

𝑋𝑖, 𝑌) =
∏
𝑖∈𝐼

(𝑋𝑖, 𝑌), (3.1)

⨿(𝑋,
∐
𝑖∈𝐼

𝑌𝑖) =
∐
𝑖∈𝐼

(𝑋, 𝑌𝑖).

Definition 3.1 (Compare [32, p. 123]). We say that  satisfies (PB ×⨿) if the product of each pair
of objects in  exists in ⨿ and if the pullback of each diagram 𝑐 → 𝑒 ← 𝑑 of objects in  exists in
⨿.

Definition 3.2 (Compare [32, p. 124 andLemma5.13]). Assume that is a small category satisfying
(PB ×⨿). A functor𝑀∶ op → 𝐀𝐛 is called a proto-Mackey functor if there is a functor𝑀∗∶  →

𝐀𝐛 such that the following hold.

(a) 𝑀(𝐶) = 𝑀∗(𝐶) for any 𝐶 ∈ obj().
(b) For any isomorphism 𝜑 ∈ ,𝑀∗(𝜑) = 𝑀(𝜑−1).
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 47

(c) By applying𝑀 and𝑀∗ to a pullback diagram in ⨿ of the form

where 𝐵𝑖, 𝐶, 𝐸 ∈ , there results the following commutative square in 𝐀𝐛

We remark that every pullback diagram in ⨿ defined by objects in  is isomorphic in ⨿ to a
commutative square as in (c) in this definition.
Given a small category 𝐃 and a functor𝑀∶ 𝐃 → 𝐀𝐛, we write

𝐻∗(𝐃;𝑀)
def
= lim
←  

∗

𝐃

𝑀

for the derived functors of𝑀. We say that𝑀 is acyclic if 𝐻𝑖(𝐃;𝑀) = 0 for all 𝑖 > 0.

Proposition 3.3 (See [32, Corollary 5.16]). Fix a prime 𝑝. Let  be a small category that satisfies (PB
×⨿) and in addition

(B1)  has finitely many isomorphism classes of objects, all morphism sets are finite and all self
maps in  are isomorphisms;

(B2) for every object 𝐶 ∈  there exists an object 𝐷 such that |(𝐶, 𝐷)| ≠ 0 mod 𝑝.

Thenanyproto-Mackey functor𝑀∶ op → ℤ(𝑝)-𝔪𝔬𝔡 is acyclic, namely𝐻𝑖(op,𝑀) = 0 for all 𝑖 > 0.

3.2 Transporter categories

Let  be a saturated fusion system over 𝑆 and let  be a transporter system associated with 

(Definition 2.13). By [45, Lemmas 3.2(b) and 3.8] every morphism in  is both a monomorphism
and an epimorphism. For any 𝑃,𝑄 ∈ obj( ) such that 𝑃 ⩽ 𝑄 denote 𝜄𝑄

𝑃
= 𝜖𝑃,𝑄(𝑒) ∈ Mor (𝑃, 𝑄).

We think of these as “inclusion” morphisms in  . We obtain a notion of “extension” and “restric-
tion” of morphisms in  as follows. Suppose 𝜑 ∈ Mor (𝑃, 𝑄) and 𝑃′ ⩽ 𝑃 and 𝑄′ ⩽ 𝑄 and 𝜓 ∈

Mor (𝑃
′, 𝑄′) are such that 𝜑 ◦ 𝜄𝑃

𝑃′
= 𝜄𝑄

𝑄′
◦𝜓. Then we say that 𝜓 is a restriction of 𝜑 and that 𝜑 is

an extension of 𝜓. Notice that as 𝜄𝑄
𝑄′
is a monomorphism, given 𝜑 then its restriction 𝜓 if it exists,

is unique and we will write 𝜓 = 𝜑|𝑄′
𝑃′
. Similarly, as 𝜄𝑃

𝑃′
is an epimorphism, given 𝜓, if an extension

𝜑 exists then it is unique. By [45, Lemma 3.2(c)], given 𝜑 ∈ Mor (𝑃, 𝑄) and subgroups 𝑃′ ⩽ 𝑃

and 𝑄′ ⩽ 𝑄 such that 𝜌(𝜑)(𝑃′) ⩽ 𝑄′, then 𝜑 restricts to a (unique morphism) 𝜑′ ∈ Mor (𝑃
′, 𝑄′).
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48 HENKE et al.

We will use this fact repeatedly. In particular, every morphism 𝜑∶ 𝑃 → 𝑄 in  factors uniquely

𝑃
𝜑̄
 → 𝑃̄

𝜄𝑄
𝑃̄
  → 𝑄 where 𝜑̄ is an isomorphism in  and 𝑃̄ = 𝜌(𝜑)(𝑃).

For any 𝑃,𝑄 ∈ obj( ), set

𝐾𝑃,𝑄 = {(𝐴, 𝛼) ∶ 𝐴 ⩽ 𝑃, 𝐴 ∈ obj( ), 𝛼 ∈ Mor (𝐴, 𝑄)}.

This set is partially ordered where (𝐴, 𝛼) ⪯ (𝐵, 𝛽) if 𝐴 ⩽ 𝐵 and 𝛼 = 𝛽|𝐴. As 𝐾𝑃,𝑄 is finite we may
consider the set 𝐾max

𝑃,𝑄
of the maximal elements.

For any 𝑥 ∈ 𝑁𝑆(𝑃, 𝑄)we write 𝑥 instead of 𝜖𝑃,𝑄(𝑥). There is an action of 𝑄 × 𝑃 on 𝐾𝑃,𝑄 defined
by

(𝑦, 𝑥) ⋅ (𝐴, 𝛼) = (𝑥𝐴𝑥−1, 𝑦 ◦𝛼 ◦𝑥−1), (𝑥 ∈ 𝑃, 𝑦 ∈ 𝑄).

This action is order preserving and therefore it leaves 𝐾max
𝑃,𝑄

invariant. We will write 𝐾max
𝑃,𝑄

for the
set of orbits. For any 𝑃,𝑄 ∈  we will choose once and for all a subset

max
𝑃,𝑄 ⊆ 𝐾max

𝑃,𝑄

of representatives for the orbits of 𝑄 × 𝑃 on 𝐾max
𝑃,𝑄

.

Lemma 3.4. For any (𝐴, 𝛼) ∈ 𝐾𝑃,𝑄 there exists a unique (𝐵, 𝛽) ∈ 𝐾max
𝑃,𝑄

such that (𝐴, 𝛼) ⪯ (𝐵, 𝛽).

Proof. We use induction on [𝑆 ∶ 𝐴]. Fix (𝐴, 𝛼) ∈ 𝐾𝑃,𝑄 and (𝐵1, 𝛽1) and (𝐵2, 𝛽2) in 𝐾max
𝑃,𝑄

such that
(𝐴, 𝛼) ⪯ (𝐵𝑖, 𝛽𝑖). Thus, 𝛽1|𝐴 = 𝛼 = 𝛽2|𝐴. We may assume that 𝐴 < 𝐵𝑖 because if say 𝐴 = 𝐵1 then
(𝐵1, 𝛽1) ⪯ (𝐵2, 𝛽2) and maximality implies (𝐵1, 𝛽1) = (𝐵2, 𝛽2).
For 𝑖 = 1, 2 set𝑁𝑖 = 𝑁𝐵𝑖

(𝐴). Then𝑁𝑖 contain𝐴 properly andwe set𝐷 = ⟨𝑁1,𝑁2⟩. Then𝐴 ⊴ 𝐷.
Set 𝑇 = 𝛼(𝐴) and 𝑇 = 𝑁𝑄(𝑇). For 𝑖 = 1, 2, if 𝑥 ∈ 𝑁𝑖 then Axiom (C) of Definition 2.13 applied to
𝛽𝑖 yields

𝛼 ◦𝑥|𝐴𝐴 = ((𝛽𝑖|𝑁𝑖
) ◦𝑥|𝑁𝑖

𝑁𝑖
)|𝐴 = 𝛽𝑖(𝑥)|𝑄𝑄 ◦ 𝛽𝑖|𝐴 = 𝛽𝑖(𝑥)|𝑄𝑄 ◦𝛼.

Notice that 𝛽𝑖(𝑥) ∈ 𝑁𝑄(𝑇), so Axiom (II) of Definition 2.13 implies that 𝛼 extends to 𝛿 ∈

Mor (𝐷, 𝑄). As for 𝑖 = 1, 2 the morphisms 𝜄𝑁𝑖

𝐴
∶ 𝐴 → 𝑁𝑖 are epimorphisms in  , the equality

𝛽𝑖|𝑁𝑖
◦ 𝜄𝑁𝑖

𝐴
= 𝛼 = 𝛿|𝐴 = (𝛿|𝑁𝑖

) ◦ 𝜄𝑁𝑖

𝐴
shows that 𝛿|𝑁𝑖

= 𝛽𝑖|𝑁𝑖
. Now we have (𝑁𝑖, 𝛽𝑖|𝑁𝑖

) ⪯ (𝐷, 𝛿) and
(𝑁𝑖, 𝛽𝑖|𝑁𝑖

) ⪯ (𝐵𝑖, 𝛽𝑖) in 𝐾𝑃,𝑄. As |𝐴| < |𝑁𝑖| the induction hypothesis implies that (𝐵𝑖, 𝛽𝑖) is the
unique maximal extension of (𝑁𝑖, 𝛽𝑖|𝑁𝑖

) for each 𝑖 = 1, 2, and both must coincide with the unique
maximal extension of (𝐷, 𝛿). It follows that (𝐵1, 𝛽1) = (𝐵2, 𝛽2). □

The orbit category of  is a category with the same set of objects as  . For any 𝑃,𝑄 ∈  the
morphism set Mor (𝑃, 𝑄) is the set of orbits of Mor (𝑃, 𝑄) under the action of 𝑄 = 𝜖𝑄,𝑄(𝑄) ⊆

Mor (𝑄, 𝑄) via postcomposition. See [45, section 4, p. 1010]. Axiom (C) guarantees that compo-
sition in  is well-defined. Given 𝜑 ∈ Mor (𝑃, 𝑄) we will denote its image inMor (𝑃, 𝑄) by
[𝜑].
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 49

We notice that everymorphism in is an epimorphism, namely for every [𝛼] ∈ Mor (𝑃, 𝑄)

and [𝛽], [𝛾] ∈ Mor (𝑄, 𝑅), if [𝛽] ◦ [𝛼] = [𝛾] ◦ [𝛼] then [𝛽] = [𝛾]. This follows from the fact that
every morphism in  is an epimorphism.
Consider 𝑃,𝑄 ∈ obj( ) such that 𝑃 ⊴ 𝑄. Precomposition with [𝜄𝑄

𝑃
] gives a “restriction” map

Mor (𝑄, 𝑆)
res
  → Mor (𝑃, 𝑆).

Observe that 𝑄 acts onMor (𝑃, 𝑆) by precomposing morphisms with [𝑥|𝑃𝑃] for any 𝑥 ∈ 𝑄. This
action has 𝑃 in its kernel by Axiom (C) of transporter systems.

Lemma 3.5. Let  be a transporter system and  its orbit category.

(a) For any 𝑃,𝑄 ∈ obj( ) such that 𝑃 ⊴ 𝑄 the mapMor (𝑄, 𝑆) → Mor (𝑃, 𝑆) induced by the
restriction [𝜑] ↦ [𝜑|𝑃], gives rise to a bijection

res∶ Mor (𝑄, 𝑆) → Mor (𝑃, 𝑆)
𝑄∕𝑃. (3.2)

(b) For any 𝑃 ∈  , we have |Mor (𝑃, 𝑆)| ≠ 0 mod 𝑝.

Proof.

(a) First, observe that if [𝜑] ∈ Mor (𝑄, 𝑆) then [𝜑|𝑃] is fixed by 𝑄∕𝑃 by Axiom (C), hence the
image of res is contained in Mor (𝑃, 𝑆)

𝑄∕𝑃. Now suppose that [𝜑] ∈ Mor (𝑃, 𝑆)
𝑄∕𝑃 and

set 𝑃̄ = 𝜌(𝜑)(𝑃). As [𝜑] is fixed by 𝑄∕𝑃 this exactly means that for every 𝑥 ∈ 𝑄 there exists
𝑦 ∈ 𝑁𝑆(𝑃̄) such that 𝜑 ◦𝑥|𝑃

𝑃
= 𝑦 ◦𝜑 and Axiom (II) implies that 𝜑 extends to a morphism

𝜓 ∈ Mor (𝑄, 𝑆). This shows that the map res in (3.2) is onto Mor (𝑃, 𝑆)
𝑄∕𝑃. It is injective

because [𝜄𝑄
𝑃
] is an epimorphism in  .

(b) Use induction on [𝑆 ∶ 𝑃]. If𝑃 = 𝑆 then 𝜖𝑆,𝑆(𝑆) is a Sylow𝑝-subgroup ofAut (𝑆) = Mor (𝑆, 𝑆)

and therefore |Mor (𝑆, 𝑆)| ≠ 0 mod 𝑝. Suppose 𝑃 < 𝑆 and set𝑄 = 𝑁𝑆(𝑃). Then𝑄 > 𝑃 and
because 𝑄∕𝑃 is a finite 𝑝-group, |Mor (𝑃, 𝑆)| = |Mor (𝑃, 𝑆)

𝑄∕𝑃| mod 𝑝. It follows from
part (a) and the induction hypothesis on [𝑆 ∶ 𝑄] that |Mor (𝑃, 𝑆)| ≠ 0 mod 𝑝. □

In the remainder of this subsection, we will prove that  satisfies (PB ×⨿), keeping the
notation from above.

Definition 3.6. Let  be a transporter system with orbit category  . For 𝑃,𝑄 ∈  , consider
the object 𝑃 ⊠ 𝑄 of ⨿ given by

𝑃 ⊠ 𝑄 =
∐

(𝐿,𝜆)∈max
𝑃,𝑄

𝐿.

That is, 𝑃 ⊠ 𝑄∶ max
𝑃,𝑄

→ obj( ) is the function (𝐿, 𝜆) ↦ 𝐿. Let 𝜋1 ∶ 𝑃 ⊠ 𝑄 → 𝑃 and 𝜋2 ∶ 𝑃 ⊠
𝑄 → 𝑄 be the morphisms in ⨿ defined by 𝜋1 =

∑
(𝐿,𝜆)[𝜄

𝑃
𝐿
] and 𝜋2 =

∑
(𝐿,𝜆)[𝜆].

Proposition 3.7. Let  be a transporter system with orbit category  . Then 𝑃 ⊠ 𝑄 is the product
in ⨿ of 𝑃,𝑄 ∈ obj( ).
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50 HENKE et al.

Proof. It follows from (3.1) that it suffices to show that

⨿(𝑅, ⊠𝑄)
(𝜋1∗,𝜋2∗)
          → Mor (𝑅, 𝑃) × Mor (𝑅, 𝑄)

is a bijection for any 𝑅 ∈ obj( ). Write 𝜋 = (𝜋1∗, 𝜋2∗).
Surjectivity of 𝜋: Consider [𝜑] ∈ Mor (𝑅, 𝑃) and [𝜓] ∈ Mor (𝑅, 𝑄). Set 𝐴 = 𝜌(𝜑)(𝑅). Then

𝐴 ⩽ 𝑃 and there exists an isomorphism 𝜑̄ ∈ Mor (𝑅, 𝐴) such that 𝜑 = 𝜄𝑃
𝐴
◦ 𝜑̄.

Set 𝛼 = 𝜓 ◦ (𝜑̄)−1 ∈ Mor (𝐴, 𝑄). Then (𝐴, 𝛼) ∈ 𝐾𝑃,𝑄. Choose (𝐵, 𝛽) ∈ 𝐾max
𝑃,𝑄

such that (𝐴, 𝛼) ⪯
(𝐵, 𝛽). There exists a unique (𝐿, 𝜆) ∈ max

𝑃,𝑄
and some 𝑥 ∈ 𝑃 and 𝑦 ∈ 𝑄 such that

(𝐿, 𝜆) = (𝑦, 𝑥) ⋅ (𝐵, 𝛽) = (𝑥𝐵𝑥−1, 𝑦 ◦ 𝛽 ◦ (𝑥|𝐿𝐵)−1).
Set 𝜇 = (𝑥|𝐿

𝐵
) ◦ 𝜄𝐵

𝐴
◦ 𝜑̄ ∈ Mor (𝑅, 𝐿). It defines a morphism [𝜇]∶ 𝑅 → 𝑃 ⊠𝑄 in⨿ via the inclu-

sion (𝐿, 𝜆) ⊆ 𝑃 ⊠ 𝑄. We claim that 𝜋([𝜇]) = ([𝜑], [𝜓]), completing the proof of the surjectivity of
𝜋. By definition of 𝜋1 ∶ 𝑃 ⊠ 𝑄 → 𝑃 and 𝜋2 ∶ 𝑃 ⊠ 𝑄 → 𝑄,

𝜋1∗([𝜇]) = [𝜄𝑃𝐿] ◦ [𝜇] = [𝜄𝑃𝐿 ◦ (𝑥|𝐿𝐵) ◦ 𝜄𝐵𝐴 ◦ 𝜑̄] = [(𝑥|𝑃𝐴) ◦ 𝜑̄] = [(𝑥|𝑃𝑃) ◦𝜑] = [𝜑]

𝜋2∗([𝜇]) = [𝜆] ◦ [𝜇] = [𝑦−1 ◦ 𝜆 ◦𝜇] = [𝑦−1 ◦ 𝜆 ◦ (𝑥|𝐿𝐵) ◦ 𝜄𝐵𝐴 ◦ 𝜑̄]

= [𝛽 ◦ 𝜄𝐵𝐴 ◦ 𝜑̄] = [𝛼 ◦ 𝜑̄] = [𝜓].

Injectivity of 𝜋: Suppose that ℎ, ℎ′ ∈ ⨿(𝑅, 𝑃 ⊠ 𝑄) are such that 𝜋(ℎ) = 𝜋(ℎ′). From (3.1)
there are (𝐿, 𝜆), (𝐿′, 𝜆′) ∈ max

𝑃,𝑄
and 𝜑 ∈ Mor (𝑅, 𝐿) and 𝜑′ ∈ Mor (𝑅, 𝐿

′) such that ℎ = [𝜑] and
ℎ′ = [𝜑′] via the inclusions 𝐿, 𝐿′ ⊆ 𝑃 ⊠ 𝑄. The hypothesis 𝜋(ℎ) = 𝜋(ℎ′) then becomes [𝜄𝑃

𝐿
◦𝜑] =

[𝜄𝑃
𝐿′
◦𝜑′] and [𝜆 ◦𝜑] = [𝜆′ ◦𝜑′]. Thus,

𝜄𝑃
𝐿′
◦𝜑′ = 𝑥 ◦ 𝜄𝑃𝐿 ◦𝜑 for some 𝑥 ∈ 𝑃 (3.3)

𝜆′ ◦𝜑′ = 𝑦 ◦ 𝜆 ◦𝜑 for some 𝑦 ∈ 𝑄.

Set 𝐴 = 𝜌(𝜑)(𝑅) and 𝐴′ = 𝜌(𝜑′)(𝑅). There are factorizations 𝜑 = 𝜄𝐿
𝐴
◦ 𝜑̄ and 𝜑′ = 𝜄𝐿

′

𝐴′
◦𝜑′ for iso-

morphisms 𝜑̄ ∈ Mor (𝑅, 𝐴) and 𝜑′ ∈ Mor (𝑅, 𝐴
′) in  . We get from (3.3) that 𝜄𝑃

𝐴′
◦𝜑′ = 𝑥|𝑃

𝐴
◦ 𝜑̄.

From this we deduce that 𝐴′ = 𝑥𝐴𝑥−1 and that 𝜑′ = 𝑥|𝐴′
𝐴

◦ 𝜑̄. The second equation in (3.3)
gives

𝜆′ ◦ 𝜄𝐿
′

𝐴′
= 𝑦 ◦ 𝜆 ◦ 𝜄𝐿𝐴 ◦𝑥−1|𝐴

𝐴′
.

We deduce that (𝐴′, 𝜆′|𝐴′) = (𝑦, 𝑥) ⋅ (𝐴, 𝜆|𝐴). Clearly (𝐴′, 𝜆′|𝐴′) ⪯ (𝐿′, 𝜆′) and (𝐴, 𝜆|𝐴) ⪯ (𝐿, 𝜆) so
Lemma 3.4 implies that (𝐿′, 𝜆′) = (𝑦, 𝑥) ⋅ (𝐿, 𝜆). As (𝐿, 𝜆) and (𝐿′, 𝜆′) are elements of max

𝑃,𝑄
and

are in the same orbit of 𝑄 × 𝑃 it follows that (𝐿, 𝜆) = (𝐿′, 𝜆′). In particular 𝑥 ∈ 𝑁𝑃(𝐿), and it fol-
lows from (3.3) that 𝜑′ = 𝑥 ◦𝜑 and that 𝜆 = 𝑦 ◦ 𝜆 ◦𝑥−1 (as 𝜑 is an epimorphism in  ). By Axiom
(II) of Definition 2.13, there exists an extension of 𝜆 to a morphism 𝜆̃ ∶ ⟨𝐿, 𝑥⟩ → 𝑄 in  . Notice
that ⟨𝐿, 𝑥⟩ ⊆ 𝑃 so the maximality of (𝐿, 𝜆) implies that 𝑥 ∈ 𝐿. As 𝜑′ = 𝑥 ◦𝜑 we deduce [𝜑′] = [𝜑]

namely ℎ = ℎ′ as needed. □
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 51

Definition 3.8. Let 𝑃
𝑓
 → 𝑅

g
← 𝑄 be morphisms in  . Let 𝑈(𝑓, g) be the subobject of 𝑃 ⊠ 𝑄

obtained by restriction of 𝑃 ⊠ 𝑄∶ max
𝑃,𝑄

(𝐿,𝜆)↦𝐿
       → obj( ) to the set 𝐼 of those (𝐿, 𝜆) ∈ max

𝑃,𝑄
such

that 𝑓 ◦ [𝜄𝑃
𝐿
] = g ◦ [𝜆].

Proposition 3.9. Let  be a transporter system with orbit category  , and let 𝑃
𝑓
 → 𝑅

g
← 𝑄 be

morphisms in  . Then (𝑈(𝑓, g), 𝜋1|𝑈(𝑓,g), 𝜋2|𝑈(𝑓,g)) is the pullback of 𝑃 and 𝑄 along 𝑓 and g in

⨿. Moreover, the pullback of 𝑃
𝜄𝑅
𝑃
  → 𝑅

𝜄𝑅
𝑄
←  𝑄 is∐
𝑥∈(𝑄∖𝑅∕𝑃)

𝑄𝑥 ∩ 𝑃

where 𝑥 runs through representatives of the double cosets such that𝑄𝑥 ∩ 𝑃 = 𝑥−1𝑄𝑥 ∩ 𝑃 is an object
of  .

Proof. It follows from (3.1) that in order to check the universal property of 𝑈 = 𝑈(𝑓, g) it suf-

fices to test objects 𝑇 ∈  . Suppose that we are given morphisms 𝑇
[𝜑]
   → 𝑃 and 𝑇

[𝜓]
   → 𝑄 that

satisfy 𝑓 ◦ [𝜑] = g ◦ [𝜓]. We obtain 𝑇
([𝜑],[𝜓])
       → 𝑃 ⊠𝑄 which factors 𝑇

ℎ̄
 → 𝐿 ⊆ 𝑃 ⊠ 𝑄 for some

(𝐿, 𝜆) ∈ max
𝑃,𝑄

. Then

𝑓 ◦𝜋1|𝐿 ◦ ℎ̄ = 𝑓 ◦𝜋1 ◦ ([𝜑], [𝜓]) = 𝑓 ◦ [𝜑]

g ◦𝜋2|𝐿 ◦ ℎ̄ = g ◦𝜋2 ◦ ([𝜑], [𝜓]) = g ◦ [𝜓].

As ℎ̄ is an epimorphism in  and because 𝑓 ◦ [𝜑] = g ◦ [𝜓] by assumption, it follows that
𝑓 ◦𝜋1|𝐿 = g ◦𝜋2|𝐿 which is the statement 𝑓 ◦ [𝜄𝑃

𝐿
] = g ◦ [𝜆]. This precisely means that (𝐿, 𝜆) ∈ 𝐼

where 𝐼 is as in Definition 3.8, hence ℎ = ([𝜑], [𝜓]) factors through 𝑈 and clearly 𝜋1 ◦ℎ = [𝜑]

and 𝜋2 ◦ℎ = [𝜓]. As the inclusion𝑈 ⊆ 𝑃 ⊠𝑄 is a monomorphism in ⨿, there can be only one
morphism ℎ∶ 𝑇 → 𝑈 such that 𝜋1 ◦ℎ = [𝜑] and 𝜋2 ◦ℎ = [𝜓]. This shows that 𝑈 = 𝑈(𝑓, g) is
the pullback.
Now assumewe are given 𝑃

𝜄
 → 𝑅

𝜄
← 𝑄. The indexing set of the object𝑈(𝑓, g) consists of (𝐿, 𝜆) ∈

max
𝑃,𝑄

such that [𝜄𝑅
𝐿
] = [𝜄𝑅

𝑄
◦ 𝜆], namely 𝜄𝑅

𝑄
◦ 𝜆 = 𝑥|𝑅

𝐿
for some 𝑥 ∈ 𝑁𝑅(𝐿, 𝑄), which is furthermore

unique. As 𝜄𝑅
𝑄
is amonomorphism, this implies that 𝜆 = 𝑥|𝑄

𝐿
. As (𝐿, 𝜆) is maximal, 𝐿 = 𝑄𝑥 ∩ 𝑃. We

obtain a map 𝑈(𝜄𝑅
𝑃
, 𝜄𝑅
𝑄
) → (𝑄∖𝑅∕𝑃) that sends (𝐿, 𝜆) to 𝑃𝑥𝑄 with 𝑥 ∈ 𝑁𝑅(𝐿, 𝑄) described above.

This map is injective because if 𝑄𝑥𝑃 = 𝑄𝑥′𝑃 are the images of (𝐿, 𝜆) and (𝐿′, 𝜆′) then 𝑥′ = 𝑞𝑥𝑝

for some 𝑝 ∈ 𝑃 and 𝑞 ∈ 𝑄 and it follows that 𝐿′ = 𝑝−1𝐿𝑝 and that 𝜆 = 𝑥̂|𝑄
𝐿
and 𝜆′ = 𝑥′|𝑄

𝐿′
and

therefore 𝜆 = 𝑞̂ ◦ 𝜆′ ◦ 𝑝̂|𝐿′
𝐿
, so (𝐿, 𝜆) and (𝐿′, 𝜆′) are in the same orbit of 𝑄 × 𝑃, hence they must be

equal. It is surjective because for any 𝑃𝑥𝑄 ∈ (𝑄∖𝑅∕𝑃) we obtain a summand in 𝑈(𝜄𝑅
𝑃
, 𝜄𝑅
𝑄
) that is

equivalent in 𝐾𝑃,𝑄 to (𝐿, 𝜆) with 𝐿 = 𝑄𝑥 ∩ 𝑃 and 𝜆 = 𝑥|𝑄
𝐿
. □

3.3 The 𝚲-functors

Let Γ be a finite group and𝑀 a (right) Γ-module. Let 𝑝 be a fixed prime and let 𝑝(Γ) be the full
subcategory of the category of Γ-sets whose objects are the transitive Γ-sets whose isotropy groups

 20524986, 2023, 1, D
ow

nloaded from
 https://londm

athsoc.onlinelibrary.w
iley.com

/doi/10.1112/tlm
3.12054 by U

niversity O
f A

berdeen, W
iley O

nline L
ibrary on [18/07/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



52 HENKE et al.

are 𝑝-groups. Let 𝐹𝑀 ∶ 𝑝(Γ)
op → 𝐀𝐛 be the functor that assigns𝑀 to the free orbit Γ∕1 and 0 to

all orbits with nontrivial isotropy. Define [33, Definition 5.3]

Λ∗(Γ,𝑀)
def
= lim

←  
∗

𝑝(Γ)
op

𝐹𝑀
(
= 𝐻∗(𝑝(Γ)

op; 𝐹𝑀)
)
.

These functors have the following important properties.

Lemma 3.10. Suppose that𝑀 is a ℤ(𝑝)[Γ]-module.

(a) If 𝐶Γ(𝑀) contains an element of order 𝑝, then Λ∗(Γ;𝑀) = 0.
(b) If Γ∕𝐶Γ(𝑀) has order prime to 𝑝, then Λ∗(Γ;𝑀) = 0 for all ∗⩾ 1.

Proof. Point (a) is [33, Proposition 6.1(ii)]. Point (b) follows from [33, Proposition 6.1(ii)] when 𝑝
divides |𝐶Γ(𝑀)| and from [33, Proposition 6.1(i),(iii)] when 𝑝 does not divide |𝐶Γ(𝑀)|. □

Observe that 𝜌∶  →  reflects isomorphisms. Hence, the isomorphism classes of objects of
 and of  are  -conjugacy classes.
A functor Φ∶  op → 𝐀𝐛 is called atomic if there exists 𝑄 ∈ obj( ) such that Φ vanishes out-

side the  -conjugacy class of𝑄. The fundamental property ofΛ-functors is that they calculate the
higher limits of atomic functors:

Lemma 3.11 [45, Lemma 4.3]. Let  be a transporter system associated with a fusion system  over
𝑆. LetΦ∶  op → ℤ(𝑝)-𝔪𝔬𝔡 be an atomic functor concentrated on the -conjugacy class of𝑄. Then
there is a natural isomorphism

𝐻∗( op; Φ) ≅ Λ∗(Aut (𝑄); Φ(𝑄)).

We remark that the result holds, in fact, for any functor Φ into the category of abelian groups
(indeed, the proof given by Oliver and Ventura only uses [45, Proposition A.2]).
Notice that 𝜌∶  →  induces a functor 𝜌̄ ∶  → (). We will write  𝑐 for the full

subcategory of  spanned by 𝑃 ∈  that are  -centric.

Corollary 3.12. Let  be a transporter category for . Let Φ̄∶ ()op → ℤ(𝑝)-𝔪𝔬𝔡 be a functor and
set Φ = Φ̄ ◦ 𝜌̄. Then Φ is a functor  op → ℤ(𝑝)-𝔪𝔬𝔡 and let Ψ be the restriction of Φ to  𝑐 . Then
the restriction induces an isomorphism

𝐻∗( op, Φ)
≅
   → 𝐻∗(( 𝑐)op; Ψ).

Proof. Let Φ′ ∶  op → ℤ(𝑝)-𝔪𝔬𝔡 be the functor obtained from Φ by setting Φ′(𝑄) = 0 for all
𝑄 ∈ obj( ⧵  𝑐) and Φ′(𝑄) = Φ(𝑄) otherwise. This is a well-defined functor because the  -
centric subgroups are closed to overgroups. As there is no morphism in  from a centric
object to a noncentric one, and as Ψ = Φ′|( 𝑐)op there is an isomorphism of cochain complexes
𝐶∗( op, Φ′) ≅ 𝐶∗(( 𝑐)op, Ψ) (cf. the description of the bar resolution in [2, section III.5.1]), and
hence an isomorphism

𝐻∗( op, Φ′) ≅ 𝐻∗(( 𝑐)op, Ψ).

It remains to show that𝐻∗( op, Φ) ≅ 𝐻∗( op, Φ′).
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 53

Suppose that 𝑄 ∈ obj( ⧵  𝑐) has minimal order. Set 𝑀 = Φ(𝑄) and let 𝐹𝑀 ∶  op →

ℤ(𝑝)-𝔪𝔬𝔡 be the induced atomic functor. The minimality of 𝑄 implies that there is an injective
natural transformation 𝐹𝑀 → Φ. By possibly replacing it with an  -conjugate, we may assume
that 𝑄 is fully centralized in  . As 𝑄 is not  -centric, choose some 𝑥 ∈ 𝐶𝑆(𝑄) ⧵ 𝑄. Its image
in Γ = Aut (𝑄) is a nontrivial element (as 𝑥 ∉ 𝑄) of order 𝑝-power. It acts trivially on Φ(𝑄)

because its image in Out (𝑄) is trivial (as the image of 𝐶𝑆(𝑄) in Aut (𝑄) is trivial) and because
Φ = Φ̄ ◦ 𝜌̄. Lemma 3.10(a) implies that Λ∗(Aut (𝑄), Φ(𝑄)) = 0. It follows from Lemma 3.11 and
the long exact sequence in derived limits associatedwith the short exact sequence 0 → 𝐹𝑀 → Φ →

Φ∕𝐹𝑀 → 0 that𝐻∗( op, Φ) ≅ 𝐻∗( op, Φ∕𝐹𝑀). But Φ∕𝐹𝑀 is obtained from Φ by annihilating
the groups Φ(𝑄′) for all 𝑄′ in the  -conjugacy class of 𝑄. We may now apply the same process to
Φ∕𝐹𝑀 and continue inductively (on the number of  -conjugacy classes in  ⧵  𝑐) to show that
𝐻∗( op, Φ) ≅ 𝐻∗( op, Φ′) as needed. □

Proof of Theorem 1.1. Let  be a saturated fusion system over 𝑆 that affords a punctured group  .
That is,  is a transporter system associated to  with object set Δ containing all the nontrivial
subgroups of 𝑆.
Let𝑗 ∶ ()op → ℤ(𝑝)-𝔪𝔬𝔡 be the functor

𝑗 ∶ 𝑃 ↦ 𝐻𝑗(𝑃; 𝔽𝑝)

and let𝑀𝑗 ∶  op → ℤ(𝑝)-𝔪𝔬𝔡 be the composite op
𝜌̄op

   → ()op
𝑗

   → ℤ(𝑝)-𝔪𝔬𝔡. Our goal is to
show that for every 𝑗 ⩾ 0,

𝐻𝑖(( 𝑐)op;𝑗) = 0 for all 𝑖 ⩾ 1.

Choose a fully normalized 𝑃 ∈ obj( ). As 𝑁𝑆(𝑃) is a Sylow 𝑝-subgroup of Aut (𝑃), see [45,
Proposition 3.4(a)], it follows that 𝐶𝑆(𝑃) is a Sylow 𝑝-subgroup of the kernel of Aut (𝑃) →
Aut (𝑃) and hence 𝐶𝑆(𝑃)∕𝑍(𝑃) is a Sylow 𝑝-subgroup of the kernel of Aut (𝑃) → Out (𝑃).
Thus, if 𝑃 is  -centric, then this kernel has order prime to 𝑝, and so [7, Lemma 1.3] implies the
first isomorphism in

𝐻∗(( 𝑐)op;𝑗) ≅ 𝐻∗(( 𝑐)op;𝑀𝑗) ≅ 𝐻∗( op;𝑀𝑗),

while Corollary 3.12 gives the second. It remains to show that𝐻∗( op;𝑀𝑗) = 0 for all 𝑗 ⩾ 0 and
all ∗⩾ 1.
Assume first that 𝑗 ⩾ 1. We will show that 𝑀𝑗 is a proto-Mackey functor for  in this case.

The transfer homomorphisms give rise to a (covariant) functor 𝑗
∗ ∶ () → ℤ(𝑝)-𝔪𝔬𝔡 where

𝑃 ↦ 𝐻𝑗(𝑃; 𝔽𝑝) and to any 𝜑 ∈ (𝑃, 𝑄)we assign tr(𝜑)∶ 𝐻𝑗(𝑃; 𝔽𝑝) → 𝐻𝑗(𝑄; 𝔽𝑝). The composition
𝑀

𝑗
∗ ∶= 

𝑗
∗ ◦ 𝜌̄ is a covariant functor  → ℤ(𝑝)-𝔪𝔬𝔡.

Now,  satisfies (PB ×⨿) by Propositions 3.7 and 3.9. Clearly, 𝑀𝑗 and 𝑀𝑗
∗ have the same

values on objects; this is the first condition in Definition 3.2. The transfer homomorphisms
have the property that if 𝜑∶ 𝑃 → 𝑄 is an isomorphism then tr𝑄

𝑃
(𝜑) = 𝐻𝑗(𝜑−1; 𝔽𝑝). This is the

second condition in Definition 3.2. The factorization of morphisms in  as isomorphisms fol-

lowed by inclusions imply that any pullback diagram 𝑃′
𝑓
 → 𝑅

g
← 𝑄′ in  is isomorphic to one
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54 HENKE et al.

of the form 𝑃
[𝜄𝑅
𝑃
]

   → 𝑅
[𝜄𝑅
𝑄
]

←   𝑄. If 𝑈 = 𝑈([𝜄𝑅
𝑃
], [𝜄𝑅

𝑄
]) is the pullback (Definition 3.8), then by Propo-

sition 3.9, 𝑈 =
∐

𝑥∈𝑋 𝑄
𝑥 ∩ 𝑃 where 𝑥 runs through a set 𝑋 = (𝑄∖𝑅∕𝑃) of representatives of

those double cosets 𝑄𝑥𝑃 with 𝑥 ∈ 𝑅 and 𝑄𝑥 ∩ 𝑃 ∈  , namely 𝑄𝑥 ∩ 𝑃 ≠ 1 (because obj( ) is
the set of all nontrivial subgroups of 𝑆). As 𝑗 ⩾ 1 we have that 𝐻𝑗(1; 𝔽𝑝) = 0 so

⨁
𝑥∈𝑋 𝐻

𝑗(𝑄𝑥 ∩

𝑃; 𝔽𝑝) =
⨁

𝑥∈𝑄∖𝑅∕𝑃 𝐻
𝑗(𝑄𝑥 ∩ 𝑃; 𝔽𝑝), where here𝑄∖𝑅∕𝑃 is a full set of double coset representatives.

Mackey’s formula [10, Proposition 9.5(iii)] then gives the commutativity of the diagram

This shows that the third condition in Definition 3.2 also holds and that 𝑀𝑗 is a proto-Mackey
functor. Now, Condition (B1) in Proposition 3.3 clearly holds for and (B2) holds by Lemma 3.5.
It follows that𝐻𝑖( op;𝑀𝑗) = 0 for all 𝑖 ⩾ 1 as needed.
It remains to deal with the case 𝑗 = 0. In this case 0 is the constant functor with value 𝔽𝑝.

Thus, Out (𝑃) acts trivially on 𝔽𝑝 for any 𝑃 ∈  𝑐. It follows from Lemma 3.10(b) that if 𝑃 = 𝑆

then Λ𝑖(Out (𝑆), 𝔽𝑝) = 0 for all 𝑖 > 0, and if 𝑃 < 𝑆 then Out (𝑃) contains an element of order
𝑝 so Λ∗(Out (𝑃), 𝔽𝑝) = 0. Now [8, Proposition 3.2] together with a filtration of 0 by atomic
functors show that0 is acyclic. □

4 PUNCTURED GROUPS FOR 𝐒𝐨𝐥(𝒒)

The Benson–Solomon systems were predicted to exist by Benson [5], and were later constructed
by Levi and Oliver [35, 36]. They form a family of exotic fusion systems at the prime 2 whose iso-
morphism types are parameterized by the nonnegative integers. Later, Aschbacher and Chermak
gave a different construction as the fusion system of an amalgamated free product of finite groups
[1]. The main result of this section is the following theorem.

Theorem 4.1. A Benson–Solomon system Sol(𝑞) over the 2-group 𝑆 has a punctured group if and
only if 𝑞 ≡ ±3 (mod 8). If 𝑞 ≡ ±3 (mod 8), there is a punctured group  for Sol(𝑞) that is unique
up to rigid isomorphism with the following two properties:

(1) 𝐶(𝑍(𝑆)) = Spin7(3), and
(2) |Δ is a linking locality, where Δ is the set of  -subcentric subgroups of 𝑆 of 2-rank at least 2.
4.1 Notation for 𝐒𝐩𝐢𝐧𝟕 and 𝐒𝐨𝐥

It will usually be most convenient to work with a Lie theoretic description of Spin7. The nota-
tional conventions that we use in this section for algebraic groups and finite groups of Lie type
are summarized in the Appendix.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 55

4.1.1 The maximal torus and root system

Let 𝑝 be an odd prime, and set

𝐻 = Spin7(𝔽𝑝).

Fix a maximal torus 𝑇 of 𝐻, let 𝑋(𝑇) = Hom(𝑇, 𝔽
×

𝑝) ≅ ℤ3 be the character group (of algebraic
homomorphisms), and denote by 𝑉 = ℝ⊗ℤ 𝑋(𝑇) the ambient Euclidean space that we regard as
containing 𝑋(𝑇). Let Σ(𝑇) ⊆ 𝑋(𝑇) be the set of 𝑇-roots. Denote a 𝑇-root subgroup for the root 𝛼
by

𝑋𝛼 = {𝑥𝛼(𝜆) ∣ 𝜆 ∈ 𝔽𝑝}.

As 𝐻 is semisimple, it is generated by its root subgroups [26, Theorem 1.10.1(a)]. We assume that
the implicit parameterization 𝑥𝛼(𝜆) of the root subgroups is one like that given by Chevalley, so
that the Chevalley relations hold with respect to certain signs 𝑐𝛼,𝛽 ∈ {±1} associated to each pair
of roots [26, Theorem 1.12.1].
We often identify Σ(𝑇) with the abstract root system

Σ = {±𝑒𝑖 ± 𝑒𝑗, ±𝑒𝑖 ∣ 1 ⩽ 𝑖, 𝑗 ⩽ 3} ⊆ ℝ3

of type 𝐵3, having base Π = {𝛼1, 𝛼2, 𝛼3} with

𝛼1 = 𝑒1 − 𝑒2, 𝛼2 = 𝑒2 − 𝑒3, 𝛼3 = 𝑒3,

where the 𝑒𝑖 are standard vectors. Write Σ∨ = {𝛼∨ ∣ 𝛼 ∈ Σ} for the dual root system, where 𝛼∨ =
2𝛼∕(𝛼, 𝛼).
Instead of working with respect to the 𝛼𝑖 , it is sometimes convenient to work instead with a

different set of roots {𝛽𝑖} ⊆ Σ:

𝛽1 = 𝛼1, 𝛽2 = 𝛼1 + 2𝛼2 + 2𝛼3 = 𝑒1 + 𝑒2, 𝛽3 = 𝛼3.

This is an orthogonal basis of 𝑉 with respect to the standard inner product ( , ) on ℝ3. An
important feature of this basis is that for each 𝑖 and 𝑗,

Σ ∩ {𝑘𝛽𝑖 + 𝑙𝛽𝑗 ∣ 𝑘, 𝑙 ∈ ℤ} = {±𝛽𝑖, ±𝛽𝑗}, (4.1)

a feature not enjoyed, for example, by an orthogonal basis consisting of short roots. In par-
ticular, the 𝛽𝑗-root string through 𝛽𝑖 consists of 𝛽𝑖 only. This implies via Lemma A.1(4),
that the corresponding signs involving the 𝛽𝑖 that appear in the Chevalley relations for 𝐻
are

𝑐𝛽𝑖,𝛽𝑗 = 1 if 𝑖 ≠ 𝑗, and 𝑐𝛽𝑖,𝛽𝑖 = −1. (4.2)
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56 HENKE et al.

4.1.2 The torus and the lattice of coroots

We next set up notation and state various relations for elements of 𝑇. Let

ℎ𝛼(𝜆) ∈ 𝑇 and 𝑛𝛼(𝜆) ∈ 𝑁𝐻(𝑇)

be as given in the Appendix as words in the generators 𝑥𝛼(𝜆). By Lemma A.2 and as 𝐻 is of uni-
versal type, there is an isomorphismℤΣ∨ ⊗ 𝔽

×

𝑝 → 𝑇 that on simple tensors sends 𝛼∨ ⊗ 𝜆 to ℎ𝛼(𝜆),

and the homomorphisms ℎ𝛼𝑖 ∶ 𝔽
×

𝑝 → 𝑇 are injective. In particular, as Π∨ = {𝛼∨
1
, 𝛼∨

2
, 𝛼∨

3
} is a basis

for ℤΣ∨, we have 𝑇 = ℎ𝛼1(𝔽
×

𝑝) × ℎ𝛼2(𝔽
×

𝑝) × ℎ𝛼3(𝔽
×

𝑝). Define elements 𝑧 and 𝑧1 ∈ 𝑇 by

𝑧1 = ℎ𝛼1(−1) and 𝑧 = ℎ𝛼3(−1).

Thus, 𝑧 and 𝑧1 are involutions. Similar properties hold with respect to the 𝛽𝑖 ’s. Recall that 𝛽𝑖 = 𝛼𝑖
for 𝑖 = 1, 3. As 𝛽∨

2
= 𝛼∨

1
+ 2𝛼∨

2
+ 𝛼∨

3
, Lemma A.2(3) yields

ℎ𝛽2(−1) = ℎ𝛼1(−1)ℎ𝛼2((−1)
2)ℎ𝛼3(−1) = 𝑧1𝑧.

In particular,

ℎ𝛽1(−1)ℎ𝛽2(−1)ℎ𝛽3(−1) = 𝑧1𝑧1𝑧𝑧 = 1. (4.3)

However, as the ℤ-span of the 𝛽∨
𝑖
’s is of index 2 in ℤΣ∨ and every element of 𝔽

×

𝑝 is a square, we
still have

𝑇 = ℎ𝛽1(𝔽
×

𝑝)ℎ𝛽2(𝔽
×

𝑝)ℎ𝛽3(𝔽
×

𝑝). (4.4)

So, the ℎ𝛽𝑖 (𝔽𝑝)
× generate 𝑇, but the product is no longer direct.

4.1.3 The normalizer of the torus and Weyl group

The subgroup

𝑊 ∶= ⟨𝑛𝛼1(1), 𝑛𝛼2(1), 𝑛𝛼3(1)⟩ ⩽ 𝑁𝐻(𝑇)

projects onto the Weyl group

𝑊 = ⟨𝑤𝛼1
, 𝑤𝛼2

, 𝑤𝛼3
⟩ ≅ 𝐶2 ≀ 𝑆3 ≅ 𝐶2 × 𝑆4

of type 𝐵3 in which the 𝑤𝛼𝑖
are fundamental reflections. Also, 𝑊 ∩ 𝑇 is the 2-torsion subgroup

{𝑡 ∈ 𝑇 ∣ 𝑡2 = 1} of 𝑇, see [26, Remark 1.12.11]. A subgroup similar to 𝑊 was denoted “𝑊” in [1,
Lemma 4.3]. It is sometimes called the Tits subgroup.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 57

Let

𝛾 = 𝑐𝛼1,𝛼2+𝛼3 ∈ {±1},

and fix a fourth root 𝑖 ∈ 𝔽×𝑝 of 1. (This notation will hopefully not cause confusion with the use of
𝑖 as an index.) Define elements 𝑤0, 𝜏 ∈ 𝑁𝐻(𝑇) by

𝑤0 = 𝑛𝛽1(−𝛾)𝑛𝛽2(1)𝑛𝛽3(1) and 𝜏 = 𝑛𝛼2+𝛼3(1)ℎ𝛽1(−𝑖)ℎ𝛽2(𝑖)ℎ𝛽3(𝑖).

It will be shown in Lemma 4.2 that 𝑤0 and 𝜏 are commuting involutions and that 𝑤0 inverts 𝑇.

4.1.4 Three commuting 𝑆𝐿2’s

Let

𝐿𝑖 = ⟨𝑋𝛽𝑖
, 𝑋−𝛽𝑖

⟩,
for 𝑖 = 1, 2, 3. Thus, 𝐿𝑖 ≅ 𝑆𝐿2(𝔽𝑝) for each 𝑖 by the Chevalley relations, again using that𝐻 is of uni-
versal type when 𝑖 = 3. A further consequence of (4.1) is that the Chevalley commutator formula
[26, 1.12.1(b)] yields

[𝐿𝑖, 𝐿𝑗] = 1 for all 𝑖 ≠ 𝑗.

For each 𝑖, 𝐿𝑖 has unique involution ℎ𝛽𝑖 (−1) that generates the center of 𝐿𝑖 . By (4.3), the center of
the commuting product 𝐿1𝐿2𝐿3 is ⟨𝑧, 𝑧1⟩, of order 4. By (4.4), 𝑇 ⩽ 𝐿1𝐿2𝐿3.

4.1.5 The Steinberg endomorphism and Spin7(𝑞)

We next set up notation for the Steinberg endomorphism we use to descend from 𝐻 to the finite
versions. Let 𝑞 = 𝑝𝑎 be a power of 𝑝. Let 𝜖 ∈ {±1} be such that 𝑞 ≡ 𝜖 (mod 4), and let 𝑘 be the
2-adic valuation of 𝑞 − 𝜖.
The standard Frobenius endomorphism 𝜁 of𝐻 is determined by its action 𝑥𝛼(𝜆)𝜁 = 𝑥𝛼(𝜆

𝑝) on
the root groups, and so from the definition of the 𝑛𝛼 and ℎ𝛼 in (A.1), also 𝑛𝛼(𝜆)𝜁 = 𝑛𝛼(𝜆

𝑝) and
ℎ𝛼(𝜆)

𝜁 = ℎ𝛼(𝜆
𝑝). Write 𝑐𝑤0 conjugation map induced by 𝑤0, as usual, and define

𝜎 =

{
𝜁𝑎 if 𝜖 = 1

𝜁𝑎𝑐𝑤0 if 𝜖 = −1.

Then 𝜎 is a Steinberg endomorphism of 𝐻 in the sense of [26, Definition 1.15.1], and we set

𝐻 ∶= 𝐶𝐻(𝜎) = Spin7(𝑞).
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58 HENKE et al.

Given that 𝑤0 inverts 𝑇, the action of 𝜎 on 𝑇 is given for each 𝑡 ∈ 𝑇 by

𝑡𝜎 = 𝑡𝜖𝑞,

and hence

𝐶𝑇(𝜎) = {𝑡 ∈ 𝑇 ∣ 𝑡𝜖𝑞 = 𝑡} ≅ (𝐶𝑞−𝜖)
3.

Likewise,

𝐶𝑇(𝜎𝑐𝑤0) ≅ (𝐶𝑞+𝜖)
3.

Finally, let 𝜇 = 𝜇𝑞 ∈ 𝔽
×

𝑝 be a fixed element of 2-power order satisfying 𝜇
𝜖𝑞 = −𝜇 and powering

to the fourth root 𝑖, and set

𝑐 = ℎ𝛽1(𝜇)ℎ𝛽2(𝜇)ℎ𝛽3(𝜇) ∈ 𝑇.

4.1.6 A Sylow 2-subgroup

Wenext set upnotation for Sylow 2-subgroups of𝐻 and𝐻 alongwith various important subgroups
of them. Let

𝑆 = 𝑇2∞𝑊𝑆
,

where 𝑇2∞ denotes the 2-power torsion in 𝑇 and where𝑊
𝑆
= ⟨𝑛𝛼1(1), 𝑛𝛼2+𝛼3(1), 𝑛𝛼3(1)⟩.

Set

𝑆 = 𝐶
𝑆
(𝜎).

Define subgroups

𝑍 < 𝑈 < 𝐸 < 𝐴 ⩽ 𝑆

by

𝑍 = ⟨𝑧⟩, 𝑈 = ⟨𝑧, 𝑧1⟩, 𝐸 = {𝑡 ∈ 𝑇 ∣ 𝑡2 = 1}, and 𝐴 = 𝐸⟨𝑤0⟩.
Then 𝑍 = 𝑍(𝑆), 𝑈 is the unique four subgroup normal in 𝑆, 𝐸 is elementary abelian of order 8,
and 𝐴 is elementary abelian of order 16. It will be shown in Lemma 4.2 that 𝑤0 ∈ 𝑆, and hence
𝐴 ⩽ 𝑆.
We also write

𝑇𝑆 = 𝑇 ∩ 𝑆;

thus, 𝑇𝑆 = 𝑂2(𝑇) ≅ (𝐶2𝑘 )
3 is the 2𝑘-torsion in 𝑇, a Sylow 2-subgroup of 𝑇.

4.2 Conjugacy classes of elementary abelian subgroups of𝑯 and𝑯

We state and prove here several lemmas on conjugacy classes of elementary abelian subgroups of
𝐻 and 𝐻, and on the structure of various 2-local subgroups. Much of the material here is written
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 59

down elsewhere, for example, in [35] and [1]. Our setup is a little different because of the emphasis
on the Lie theoretic approach, so we aim to give more detail in order to make the treatment here
as self-contained as possible.
The first lemma is elementary and records several initial facts about the elements we have

defined in the previous section. Its proof is mainly an exercise in applying the various Chevalley
relations defining𝐻.

Lemma 4.2. Adopting the notation from Subsection 4.1, we have:

(1) 𝑍(𝐻) = 𝑍 = ⟨𝑧⟩;
(2) the elements 𝑤0 and 𝜏 are involutions in 𝑁𝑆(𝑇) − 𝑇, and 𝑐 ∈ 𝑇𝑆 has order 2𝑘 , powering into

𝐸 − 𝑈;
(3) 𝑤0 inverts 𝑇; and
(4) [𝑤0, 𝜏] = [𝑐, 𝜏] = 1.

Proof.

(1): It is well-known that 𝑍(𝐻) has order 2. We show here for the convenience of the reader that
the involution generating 𝑍(𝐻) is 𝑧 = ℎ𝛼3(−1). We already observed in Subsection 4.1.3 that
𝑧 is an involution. For each root 𝛼 ∈ Σ, the inner product of 𝛼 with 𝛼3 is an integer, and so⟨𝛼, 𝛼3⟩ = 2(𝛼, 𝛼3) ∈ 2ℤ. By Lemma A.2(1), ℎ𝛼3(−1) lies in the kernel of 𝛼. Thus, the central-
izer in 𝐻 of ℎ𝛼3(−1) contains all root groups by Proposition A.3, and hence 𝐶𝐻(ℎ𝛼3(−1)) =
𝐻.

(2): We show that 𝑤0 is an involution. Using Equations (A.6) and (4.2), we see that

[𝑛𝛽𝑖 (±1), 𝑛𝛽𝑗 (±1)] = 1 for each 𝑖, 𝑗 ∈ {1, 2, 3}. (4.5)

So, 𝑤2
0
= 1 by (A.7) and (4.3).

We next prove that 𝜏 is an involution. Recall

𝜏 = 𝑛𝛼2+𝛼3(1)ℎ𝛽1(−𝑖)ℎ𝛽2(𝑖)ℎ𝛽3(𝑖).

First, note that 𝑛𝛼2+𝛼3(1)
2 = 𝑧. To see this, use (A.7) to get 𝑛𝛼2+𝛼3(1)

2 = ℎ𝛼2+𝛼3(−1). Then use
(𝛼2 + 𝛼3)

∨ = 2𝛼2 + 2𝛼3 = 2𝛼∨
2
+ 𝛼∨

3
and Lemma A.2(3) to get

𝑛𝛼2+𝛼3(1)
2 = ℎ𝛼2+𝛼3(−1) = ℎ𝛼2(−1)

2ℎ𝛼3(−1) = ℎ𝛼3(−1) = 𝑧

as desired. Next, the fundamental reflection 𝑤𝛼2+𝛼3
interchanges 𝛽1 and 𝛽2 and fixes 𝛽3, so

𝑛𝛼2+𝛼3(1) inverts ℎ𝛽1(−𝑖)ℎ𝛽2(𝑖) by conjugation and centralizes ℎ𝛽3(𝑖) by (A.5). Hence,

𝜏2 = 𝑛𝛼2+𝛼3(1)
2(ℎ𝛽1(−𝑖)ℎ𝛽2(𝑖)ℎ𝛽3(𝑖))

𝑛𝛼2+𝛼3 (1)(ℎ𝛽1(−𝑖)ℎ𝛽2(𝑖)ℎ𝛽3(𝑖))

= 𝑛𝛼2+𝛼3(1)
2ℎ𝛽3(𝑖)

2 = 𝑧𝑧 = 1.

We show 𝑐 is of order 2𝑘 and powers into 𝐸 − 𝑈. Recall that 𝑘 is the 2-adic valuation of 𝑞 − 𝜖,
and that𝐶𝑇(𝜎) = (𝐶𝑞−𝜖)

3. The latter has Sylow 2-subgroup of exponent 2𝑘. But 𝑐 ∈ 𝐶𝑇(𝜎) because

𝑐𝜎 = ℎ𝛽1(𝜇
𝜖𝑞)ℎ𝛽2(𝜇

𝜖𝑞)ℎ𝛽3(𝜇
𝜖𝑞) = ℎ𝛽1(−𝜇)ℎ𝛽2(−𝜇)ℎ𝛽3(−𝜇)

(4.3)
= ℎ𝛽1(𝜇)ℎ𝛽2(𝜇)ℎ𝛽3(𝜇) = 𝑐.
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60 HENKE et al.

So, 𝑐 has order at most 2𝑘. On the other hand,

𝑐2
𝑘−1

= ℎ𝛽1(𝑖)ℎ𝛽2(𝑖)ℎ𝛽3(𝑖).

As in Subsection 4.1.4, we have ℎ𝛽2(𝑖) = ℎ𝛼1(𝑖)ℎ𝛼2(𝑖
2)ℎ𝛼3(𝑖), and so

𝑐2
𝑘−1

= ℎ𝛼1(−1)ℎ𝛼2(−1)ℎ𝛼3(−1).

As 𝐻 is of universal type and 𝑈 = ⟨ℎ𝛼1(−1), ℎ𝛼3(−1)⟩, it follows from Lemma A.2(2) that 𝑐2𝑘−1 ∈
𝐸 − 𝑈, and hence 𝑐 has order 2𝑘 as claimed. In particular, this shows 𝑐 ∈ 𝑇𝑆 .
It remains to show that 𝑤0, 𝜏 ∈ 𝑆 in order to complete the proof of (2). For each 𝛼 ∈ Σ, we

have [𝑛𝛼(±1), 𝜁] = 1 by (A.1), while [𝑛𝛽𝑖 (±1), 𝑤0] = 1 for 𝑖 = 1, 2, 3 by (A.6) and (4.2). Also,
ℎ𝛽1(±𝑖)ℎ𝛽2(±𝑖)ℎ𝛽3(±𝑖) ∈ 𝐸 ⩽ 𝐻 by (4.3). These points combine to give𝑤0 ∈ 𝐻, 𝜏𝜁 = 𝜏, and 𝜏 ∈ 𝑆.
As [𝑤0, 𝜏] = 1 by (4), we see 𝜏 ∈ 𝐻, so indeed 𝜏 ∈ 𝐻 ∩ 𝑆 = 𝑆. Finally,

𝑛𝛽1(1)𝑛𝛽2(𝛾)𝑛𝛽3(1) = 𝑛𝛽1(1)𝑛𝛽1(1)
𝑛𝛼2+𝛼3 (1)𝑛𝛽3(1) ∈ 𝑆

and this element represents the same coset modulo 𝐸 as 𝑤0 does by (A.7) and (4.5). As 𝐸 ⩽ 𝑆, it
follows that 𝑤0 ∈ 𝑆.

(3): As {𝛽1, 𝛽2, 𝛽3} is an orthogonal basis of 𝑉, the image𝑤𝛽1
𝑤𝛽2

𝑤𝛽3
in𝑊 of𝑤0 acts as minus the

identity on 𝑉. In particular, it acts as minus the identity on the lattice of coroots ℤΣ∨ ⊆ 𝑉.
This implies via Lemma A.2(4) that 𝑤0 inverts 𝑇, and so (3) holds.

(4): Showing [𝑤0, 𝜏] = 1 requires some information about the signs appearing in our fixed
Chevalley presentation. First,

⟨𝛽1, 𝛼2 + 𝛼3⟩ = 2(𝛼1, 𝛼2 + 𝛼3)

(𝛼2 + 𝛼3, 𝛼2 + 𝛼3)
= −2.

So, by Lemma A.1(3),

𝑐𝛽1,𝛼2+𝛼3𝑐𝛽2,𝛼2+𝛼3 = (−1)⟨𝛽1,𝛼2+𝛼3⟩ = (−1)−2 = 1,

and hence 𝑐𝛽2,𝛼2+𝛼3 = 𝛾def=𝑐𝛽1,𝛼2+𝛼3 . The root string of 𝛼2 + 𝛼3 = 𝑒2 through 𝛽3 = 𝑒3 is 𝑒3 −
𝑒2, 𝑒3, 𝑒3 + 𝑒2 so

𝑐𝛽3,𝛼2+𝛼3 = (−1)1 = −1

by Lemma A.1(4). So, 𝑛𝛼2+𝛼3(1) inverts each of 𝑛𝛽1(−𝛾)𝑛𝛽2(1) and 𝑛𝛽3(1), by (A.6). Using
[𝑤0, 𝑛𝛼2+𝛼3(1)] ∈ 𝐸, ℎ𝛽1(±𝑖)ℎ𝛽2(±𝑖)ℎ𝛽3(±𝑖) ∈ 𝐸, and (4.5), we thus have

[𝑤0, 𝜏] = [𝑤0, ℎ𝛽1(−𝑖)ℎ𝛽2(𝑖)ℎ𝛽3(𝑖)][𝑤0, 𝑛𝛼2+𝛼3(1)]
ℎ𝛽1 (−𝑖)ℎ𝛽2 (𝑖)ℎ𝛽3 (𝑖)

= [𝑤0, ℎ𝛽1(−𝑖)ℎ𝛽2(𝑖)ℎ𝛽3(𝑖)][𝑤0, 𝑛𝛼2+𝛼3(1)]

= [𝑤0, 𝑛𝛼2+𝛼3(1)]

= [𝑛𝛽1(−𝛾)𝑛𝛽2(1), 𝑛𝛼2+𝛼3(1)]
𝑛𝛽3 (1)[𝑛𝛽3(1), 𝑛𝛼2+𝛼3(1)]
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 61

= (𝑛𝛽1(−𝛾)
2𝑛𝛽2(1)

2)𝑛𝛽3 (1)𝑛𝛽3(1)
2

= 𝑛𝛽1(𝛾)
2𝑛𝛽2(−1)

2𝑛𝛽3(1)
2

= 𝑧1𝑧1𝑧𝑧

= 1.

Finally, as [𝑐, 𝑛𝛼2+𝛼3(1)] = 1 by (A.5), we have [𝑐, 𝜏] = 1. □

For any group 𝑋 and nonnegative integer 𝑟, write E𝑟(𝑋) for the elementary abelian subgroups
of 𝑋 of order 2𝑟 and E𝑟(𝑋, 𝑌) for the subset of E𝑟(𝑋) consisting of those members containing the
subgroup 𝑌.
We next record information about the conjugacy classes and normalizers of four subgroups

containing 𝑍.

Lemma 4.3. Let 𝐵 = 𝑁𝐻(𝑈) and 𝐵 = 𝑁𝐻(𝑈). Write 𝐵
◦
for the connected component of 𝐵.

(1) E2(𝐻, 𝑍) = 𝑈𝐻 , and

𝐵 = (𝐿1𝐿2𝐿3)⟨𝜏⟩ and 𝐵
◦
= 𝐶𝐻(𝑈) = 𝐿1𝐿2𝐿3,

where 𝜏 interchanges 𝐿1 and 𝐿2 by conjugation and centralizes 𝐿3. Moreover 𝑍(𝐵
◦
) = 𝑈.

(2) E2(𝐻, 𝑍) = 𝑈𝐻 , and

𝐵 = (𝐿1𝐿2𝐿3)⟨𝑐, 𝜏⟩ and 𝐶𝐻(𝑈) = (𝐿1𝐿2𝐿3)⟨𝑐⟩,
where 𝐿𝑖 = 𝐶𝐿𝑖

(𝜎), and where 𝑐 ∈ 𝑁𝑇(𝐿1𝐿2𝐿3) acts as a diagonal automorphism on each 𝐿𝑖 .

Proof. Viewing 𝐻 classically, an involution in 𝐻∕𝑍 has involutory preimage in 𝐻 if and only
if it has −1-eigenspace of dimension 4 on the natural orthogonal module (see, for example, [1,
Lemma 4.2] or [35, Lemma A.4(b)]). It follows that all noncentral involutions are 𝐻-conjugate
into𝑈, and hence that all four subgroups containing 𝑍 are conjugate. Viewing𝐻 Lie theoretically
gives another way to see this: let 𝑉 be a four subgroup of 𝐻 containing 𝑍, and let 𝑣 ∈ 𝑉 − 𝑍. By,
for example, [50, 6.4.5(ii)], 𝑣 lies in a maximal torus, and all maximal tori are conjugate. So, we
may conjugate in 𝐻 and take 𝑣 ∈ 𝐸. Using Lemma 4.4(1), for example, 𝑁𝐻(𝑇)∕𝐶𝑁

𝐻
(𝑇)(𝐸) ≅ 𝑆4

acts faithfully on 𝐸 and centralizes 𝑍, so as a subgroup of𝐺𝐿(𝐸) it is the full stabilizer of the chain
1 < 𝑍 < 𝐸. This implies𝑁𝐻(𝑇) acts transitively on the nonidentity elements of the quotient 𝐸∕𝑍,
so 𝑣 is 𝑁𝐻(𝑇)-conjugate into 𝑈.
We next use Proposition A.3 to compute 𝐵. Recall that

𝑈 = ⟨𝑧, 𝑧1⟩ = ⟨ℎ𝛼3(−1), ℎ𝛼1(−1)⟩
and that 𝑧 = ℎ𝛼3(−1) is central in 𝐻 by Lemma 4.2(1). So, 𝐶𝐻(𝑈) = 𝐶𝐻(ℎ𝛼1(−1)). By Proposi-
tion A.3 and inspection of Σ,

𝐶𝐻(𝑈)
◦ = ⟨𝑇,𝑋𝛼 ∣ ⟨𝛼, 𝛼1⟩ is even⟩
= ⟨𝑇,𝑋±𝛼 ∣ 𝛼 ∈ {𝛽1, 𝛽2, 𝛽3}⟩.
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62 HENKE et al.

Further, 𝑇 ⩽ 𝐿1𝐿2𝐿3 by (4.4), so

𝐶𝐻(𝑈)
◦ = ⟨𝑋𝛽𝑖

, 𝑋−𝛽𝑖
∣ 𝑖 ∈ {1, 2, 3}⟩ = 𝐿1𝐿2𝐿3 (4.6)

as claimed.
We next prove that 𝐶𝐻(𝑈) is connected. As 𝐶𝐻(𝑈) = 𝐶𝐻(𝑧1), this follows directly from a theo-

rem of Steinberg to the effect that the centralizer of a semisimple element in a simply connected
reductive group is connected, but it is possible to give a more direct argument in this special case.
By Proposition A.3,

𝐶𝐻(𝑈) = 𝐶𝐻(𝑈)
◦𝐶𝑁

𝐻
(𝑇)(𝑈),

and we claim that 𝐶𝑁
𝐻
(𝑇)(𝑈) ⩽ 𝐶𝐻(𝑈)

◦. By (4.6), 𝑁𝐶
𝐻
(𝑈)◦(𝑇)∕𝑇 is elementary abelian of order

8. On the other hand, 𝐶𝑁
𝐻
(𝑇)(𝑈)∕𝑇 stabilizes the flag 1 < 𝑍 < 𝑈 < 𝐸, and so induces a group of

transvections on 𝐸 of order 4 with center 𝑍 and axis𝑈. The element 𝑤0 of𝑁𝐻(𝑇) inverts 𝑇 and is
trivial on𝐸 byLemma4.2(3). It follows that |𝑁𝐶

𝐻
(𝑈)(𝑇)∕𝑇| = |𝑁𝐶

𝐻
(𝑈)◦(𝑇)∕𝑇|, and so𝑁𝐶

𝐻
(𝑈)(𝑇) =

𝑁𝐶
𝐻
(𝑈)◦(𝑇). Thus,

𝐶𝑁
𝐻
(𝑇)(𝑈) = 𝑁𝐶

𝐻
(𝑈)(𝑇) = 𝑁𝐶

𝐻
(𝑈)◦(𝑇) ⩽ 𝐶𝐻(𝑈)

◦,

completing the proof of the claim. By (4.6)

𝐶𝐻(𝑈) = 𝐿1𝐿2𝐿3. (4.7)

For each 𝜆 ∈ 𝔽𝑝, we have

𝑥𝛽3(𝜆)
𝜏 = 𝑥𝛽3(𝜆)

𝑛𝛼2+𝛼3 (1)ℎ𝛽1 (−𝑖)ℎ𝛽2 (𝑖)ℎ𝛽3 (𝑖)

= 𝑥𝛽3(−𝜆)
ℎ𝛽3 (𝑖)

= 𝑥𝛽3(𝑖
⟨𝛽3,𝛽3⟩(−𝜆))

= 𝑥𝛽3(𝑖
2(−𝜆))

= 𝑥𝛽3(𝜆).

Similarly, 𝑥−𝛽3(𝜆)
𝜏 = 𝑥−𝛽3(𝑖

−2(−𝜆)) = 𝑥−𝛽3(𝜆). So, as 𝐿3 = ⟨𝑥±𝛽3(𝜆)⟩, we have [𝐿3, 𝜏] = 1. Finally,
as 𝑤𝛼2+𝛼3

interchanges 𝛽1 and 𝛽2, and as 𝑇 normalizes all root groups, 𝜏 interchanges 𝐿1 and 𝐿2.
In particular, 𝜏 interchanges the central involutions ℎ𝛽1(−1) = 𝑧1 and ℎ𝛽2(−1) = 𝑧𝑧1 of 𝐿1 and 𝐿2.
This shows 𝜏 acts nontrivially on 𝑈, and hence

𝐵 = (𝐿1𝐿2𝐿3)⟨𝜏⟩,
completing the proof of (1).
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 63

By (1),𝐶𝐻(𝑈) is connected, so [26, Theorem2.1.5] applies to giveE2(𝐻, 𝑍) = 𝑈𝐻 . Let𝐿𝑖 = 𝐶𝐿𝑖
(𝜎)

for 𝑖 = 1, 2, 3, and set 𝐵◦ = 𝐿1𝐿2𝐿3 ⩽ 𝐻. As 𝑤 ∈ 𝑁𝐻(𝑈) − 𝐶𝐻(𝑈), we have 𝐶𝐻(𝑈) = 𝐶
𝐵
◦(𝜎). Let

𝐵̃ denote the direct product of the 𝐿𝑖 , and let 𝜎̃ be the Steinberg endomorphism lifting 𝜎|
𝐵
◦ along

the isogeny 𝐵̃ → 𝐵
◦
given by quotienting by ⟨(−1, −1, −1)⟩ (see, e.g., [26, Lemma 2.1.2(d,e)]). Then

𝐶𝐵̃(𝜎̃) = 𝐿1 × 𝐿2 × 𝐿3. So, by [26, Theorem 2.1.8] applied with the pair 𝐵̃, ⟨(−1, −1, −1)⟩ in the role
of 𝐾, 𝑍, we see that 𝐵◦ is of index 2 in 𝐶𝐻(𝑈) with 𝐶𝐻(𝑈) = 𝐵◦(𝐶𝐻(𝑈) ∩ 𝑇) = 𝐵◦𝑇. The element
𝑐 = ℎ𝛽1(𝜇)ℎ𝛽2(𝜇)ℎ𝛽3(𝜇) ∈ 𝑇 lifts to an element 𝑐 ∈ 𝐵̃ with [𝑐, 𝜎̃] = (−1,−1, −1) by definition of 𝜇,
and so 𝑐 ∈ 𝐶𝐻(𝑈) − 𝐵◦ by [26, Theorem 2.1.8]. Finally, as each 𝐿𝑖 is generated by root groups on
which 𝑐 acts nontrivially, 𝑐 acts as a diagonal automorphism on each 𝐿𝑖 . □

Next we consider the 𝐻-conjugacy classes of elementary abelian subgroups of order 8 that
contain 𝑍.

Lemma 4.4. The following hold.

(1) 𝑁𝐻(𝐸) = 𝑁𝐻(𝑇) and 𝐶𝐻(𝐸) = 𝑇⟨𝑤0⟩.
(2) 𝑁𝐻(𝐸) = 𝑁𝐻(𝑇) and 𝐶𝐻(𝐸) = 𝑇⟨𝑤0⟩.
(3) 𝑁𝐻(𝑇)∕𝑇 ≅ 𝐶2 × 𝑆4 ≅ 𝑁𝐻(𝑇)∕𝑇.

Proof. Given that 𝑤0 inverts 𝑇 (Lemma 4.2(3)) part (1) is proved in Proposition A.4.
By (1),

𝑁𝐻(𝐸) = 𝑁𝐻(𝐸) ∩ 𝐻 = 𝑁𝐻(𝑇) ∩ 𝐻 = 𝑁𝐻(𝑇),

while𝑁𝐻(𝑇) ⩽ 𝑁𝐻(𝐻 ∩ 𝑇) = 𝑁𝐻(𝑇). These combine to show the inclusion𝑁𝐻(𝐸) ⩽ 𝑁𝐻(𝑇). But
𝑁𝐻(𝑇) ⩽ 𝑁𝐻(𝐸) because 𝐸 = Ω1(𝑂2(𝑇)) is characteristic in 𝑇. Next, by (1),

𝐶𝐻(𝐸) = 𝐶𝐻(𝐸) ∩ 𝐻 = 𝑇⟨𝑤0⟩ ∩ 𝐻 = (𝑇 ∩ 𝐻)⟨𝑤0⟩
with the last equality as 𝑤0 ∈ 𝐻 by Lemma 4.2(2). This shows 𝐶𝐻(𝐸) = 𝑇⟨𝑤0⟩.
For part (3) in the case of𝐻, see Subsection 4.1.3. We show part (3) for𝐻. First, by (1) and (2),

𝑁𝐻(𝑇) = 𝐶𝑁
𝐻
(𝑇)(𝜎) = 𝐶𝑁

𝐻
(𝐸)(𝜎) = 𝑁𝐻(𝐸) = 𝑁𝐻(𝑇). (4.8)

In the special case 𝜖 = 1, 𝜎 centralizes𝑊, which covers𝑊 = 𝑁𝐻(𝑇)∕𝑇. Using (4.8), this shows
𝑁𝐻(𝑇) = 𝑁𝐻(𝑇) projects onto𝑊 with kernel 𝑇 ∩ 𝐶𝑁

𝐻
(𝑇)(𝜎) = 𝑇. So, 𝑁𝐻(𝑇)∕𝑇 ≅ 𝑊 in this case.

In any case, 𝑇𝑤0 generates the center of 𝑁𝐻(𝑇)∕𝑇, so g𝜎g−1 ∈ 𝑇 for each g ∈ 𝑁𝐻(𝑇). As 𝑇 is
connected, for each such g there is 𝑡 ∈ 𝑇 with 𝑡−𝜎𝑡 = g𝜎g−1 by the Lang–Steinberg theorem, and
hence 𝑡g ∈ 𝐶𝑁

𝐻
(𝑇)(𝜎). This shows each coset 𝑇g contains an element centralized by 𝜎, and so

arguing as in the previous paragraph, we have 𝑁𝐻(𝑇)∕𝑇 ≅ 𝑊. □

Lemma 4.5. Let 𝑑 = 𝑐𝑤0 and 𝐸′ = 𝑈⟨𝑑⟩ ⩽ 𝑆. Then E3(𝐻, 𝑍) is the disjoint union of 𝐸𝐻 and 𝐸′𝐻 .
Moreover, there is a 𝜎-invariant maximal torus 𝑇′ of 𝐻 with 𝐸′ = {𝑡 ∈ 𝑇′ ∣ 𝑡2 = 1} such that the
following hold.
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64 HENKE et al.

(1) 𝑂2′(𝐶𝐻(𝐸)) = 𝑂2′(𝑇) ≅ (𝐶(𝑞−𝜖)∕2𝑘 )
3, and 𝑁𝐻(𝑇)∕𝑇 ≅ 𝐶2 × 𝑆4 acts faithfully on the 𝑟-torsion

subgroup of 𝑇 for each odd prime 𝑟 dividing 𝑞 − 𝜖.
(2) 𝑂2′(𝐶𝐻(𝐸′)) = 𝑂2′(𝑇

′) ≅ (𝐶(𝑞+𝜖)∕2)
3, and𝑁𝐻(𝑇

′)∕𝑇′ ≅ 𝐶2 × 𝑆4 acts faithfully on the 𝑟-torsion
subgroup of 𝑇′ for each odd prime 𝑟 dividing 𝑞 + 𝜖.

(3) 𝐶𝐻(𝐸′) = 𝑇′⟨𝑤′
0
⟩ for some involution 𝑤′

0
inverting 𝑇′.

Proof. By Lemma 4.2,𝑤0 is an involution inverting 𝑇 and hence inverting 𝑐. So, 𝑑 is an involution,
and indeed, 𝐸′ is elementary abelian of order 8.
Part of this lemma is proved by Aschbacher and Chermak [1, Lemma 7.8]. We give an essen-

tially complete proof for the convenience of the reader. Let𝑋 ∈ {𝐵
◦
, 𝐻}, andwrite𝑋 = 𝐶𝑋(𝜎). The

centralizer 𝐶𝑋(𝐸) = 𝑇⟨𝑤0⟩ is not connected, but has the two connected components 𝑇 and 𝑇𝑤0.
Thus, there are two 𝐶𝑋(𝜎)-conjugacy classes of subgroups of 𝑋 conjugate to 𝐸 in 𝐻 [26, 2.1.5].
A representative of the other 𝑋-class can be obtained as follows. As 𝑋 is connected, we may fix
by the Lang–Steinberg theorem g ∈ 𝑋 such that 𝑤0 = g𝜎g−1. Then g𝜎 = 𝑤0g . In the semidirect
product 𝑋⟨𝜎⟩, we have 𝜎g = 𝜎𝑤0. Now as 𝑇⟨𝑤0⟩ is invariant under 𝜎𝑤0, it follows that (𝑇⟨𝑤0⟩)g
is 𝜎-invariant. Indeed by choice of g , we have 𝑡g𝜎 = 𝑡𝜎𝑤0g for each 𝑡 ∈ 𝑇, that is, the conjugation

isomorphism 𝑇⟨𝑤0⟩ 𝑐g
  → 𝑇

g⟨𝑤g

0
⟩ intertwines the actions of 𝜎𝑤0 on 𝑇⟨𝑤0⟩ and 𝜎 on 𝑇g⟨𝑤g

0
⟩. Then

𝐸 and 𝐸g are representatives for the 𝑋-classes of subgroups of 𝑋 conjugate in 𝑋 to 𝐸, and

𝑋 ∩ 𝑇
g
= 𝐶

𝑇
g (𝜎) ≅ 𝐶𝑇(𝜎𝑤0) = {𝑡 ∈ 𝑇 ∣ 𝑡−𝜖𝑞 = 𝑡} ≅ (𝐶𝑞+𝜖)

3. (4.9)

The above argument shows wemay take g ∈ 𝐵
◦
even when𝑋 = 𝐻. By Lemma 4.3, 𝐵

◦
is a com-

muting product 𝐿1𝐿2𝐿3 with 𝐿𝑖 ≅ 𝑆𝐿2(𝔽𝑝) and 𝑍(𝐵
◦
) = 𝑈. Also, 𝐵

◦
≅ 𝐽∕⟨𝑗⟩ where 𝐽 is a direct

product of the 𝐿𝑖 ’s and 𝑗 the product of the unique involutions of the direct factors (Subsec-
tion 4.1.4). Thus, each involution in 𝐵

◦
−𝑈 is of the form 𝑓1𝑓2𝑓3 for elements 𝑓𝑖 ∈ 𝐿𝑖 of order

4. But 𝐿𝑖 is transitive on its elements of order 4. Hence, all elementary abelian subgroups of 𝐵
◦

of order 8 containing 𝑈 are 𝐵
◦
-conjugate. Now 𝐸 is contained in the normal subgroup 𝐿1𝐿2𝐿3 of

𝐶𝐻(𝑈), while 𝐸′ is not because 𝑑 lies in the coset 𝐿1𝐿2𝐿3𝑐. It follows that 𝐸g is 𝐶𝐻(𝑈)-conjugate
to 𝐸′. Hence, 𝐸 and 𝐸′ are representatives for the 𝑋-conjugacy classes of elementary abelian
subgroups of 𝑋 of order 8 containing 𝑍.
Fix 𝑏 ∈ 𝐶𝐻(𝑈)with 𝐸g𝑏 = 𝐸′. Set 𝑇

′
= 𝑇

g𝑏
, 𝑇′ = 𝐶

𝑇
g𝑏 (𝜎), and𝑤′

0
= 𝑤g𝑏

0
. By (4.9),𝑂2′(𝑇′) is as

described in (a)(ii), and 𝑤′
0
inverts 𝑇′. Now 𝑁𝐻(𝑇)∕𝑇 ≅ 𝐶2 × 𝑆4 by Lemma 4.4(3). As 𝑇𝑤0 gener-

ates the center of 𝑁𝐻(𝑇)∕𝑇, it follows by choice of g and [12, 3.3.6] that 𝑁𝐻(𝑇
g )∕𝑇g ≅ 𝑁𝐻(𝑇)∕𝑇,

and hence 𝑁𝐻(𝑇
′)∕𝑇′ ≅ 𝑁𝐻(𝑇)∕𝑇 because 𝑏 ∈ 𝐻.

Fix an odd prime 𝑟 dividing 𝑞 − 𝜖 (resp., 𝑞 + 𝜖), and let 𝑇𝑟 (resp., 𝑇′𝑟) be the 𝑟-torsion subgroup
of 𝑇 (resp., 𝑇

′
). Then 𝑇𝑟 ⩽ 𝑇 (resp., 𝑇′𝑟 ⩽ 𝑇′). As 𝑁𝐻(𝑇)∕𝑇 (resp., 𝑁𝐻(𝑇

′
)∕𝑇

′
) acts faithfully on

𝑇𝑟 (resp., 𝑇′𝑟) by Proposition A.4, it follows that the same is true for 𝑁𝐻(𝑇)∕𝑇 (resp., 𝑁𝐻(𝑇
′)∕𝑇′).

This completes the proof of (1) and (2), and part (3) then follows. □

4.3 Conjugacy classes of elementary abelian subgroups in a
Benson–Solomon system

In this subsection, we look at the conjugacy classes and automizers of elementary abelian sub-
groups of the Benson–Solomon systems. We adopt the notation from the first part of this section,

 20524986, 2023, 1, D
ow

nloaded from
 https://londm

athsoc.onlinelibrary.w
iley.com

/doi/10.1112/tlm
3.12054 by U

niversity O
f A

berdeen, W
iley O

nline L
ibrary on [18/07/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 65

so 𝑆 is a Sylow 2-subgroup of 𝐻 = Spin7(𝑞), 𝑍 = 𝑍(𝑆) is of order 2, 𝑈 is the unique normal four
subgroup of 𝑆, and 𝐸 is the 2-torsion in the fixed maximal torus 𝑇 of𝐻, and 𝐴 = 𝐸⟨𝑤0⟩.
Lemma 4.6. Let  = Sol(𝑞) be a Benson–Solomon fusion system over 𝑆. Then

(1) E1(𝑆) = 𝑍 , and𝑁 (𝑍) = 𝐶 (𝑍) ≅ 𝑆(𝐻);
(2) E2(𝑆) = 𝑈 ;
(3) for 𝑇𝑆 = 𝑇 ∩ 𝑆,Out (𝑇𝑆) = Aut (𝑇𝑆) = 𝐶2 × 𝐺𝐿3(2), andOut (𝑇𝑆⟨𝑤0⟩) ≅ 𝐺𝐿3(2) acts natu-

rally on 𝑇𝑆∕Φ(𝑇𝑆) and on 𝐸.

Proof. Part (1) follows from the construction of Sol(𝑞). By part (1) and [2, Lemma II.3.1], every
element of E2(𝑆) is  -conjugate to a subgroup containing 𝑍 and thus by Lemma 4.3(2) to 𝑈.
The structure of Out (𝑇𝑆) in (3) follows from the construction of the Benson–Solomon sys-

tems; for example, see [1, Proposition 5.4(b), Lemma 7.13(e)] or [36, Proposition 1.5]. The structure
of Out (𝑇𝑆⟨𝑤0⟩) follows from that of Out (𝑇𝑆); for the details we refer the reader to [30,
Lemma 2.38(c)]. As the actions in (3) are induced by the restriction map Aut (𝑇𝑆⟨𝑤0⟩) →
Aut (𝑇𝑆), the remainder of (3) is clear. □

We saw in Lemma 4.5 that 𝐻 has two conjugacy classes of elementary abelian subgroups of
order 8 containing 𝑍. As far as we can tell, Aschbacher and Chermak do not discuss the possible
 -conjugacy of 𝐸 and 𝐸′ explicitly, but such information can be deduced from their description
of the conjugacy classes of elementary abelian subgroups of order 16. As we need to show later in
Lemma 4.8 that 𝐸 and 𝐸′ are in fact not  -conjugate, we provide an account of that description.
On page 935 of [1], 𝑇𝑆 is denoted 𝑅0. As on pages 935–936, write 𝑅1 = 𝑁𝑇(𝑇𝑆⟨𝑤0⟩) ≅ (𝐶2𝑘+1)

3.
Thus, 𝑇𝑆 has index 8 in 𝑅1, and 𝑅1∕𝑇𝑆 is elementary abelian of order 8. Fix a set

{𝑥𝑒 ∣ 𝑒 ∈ 𝐸}

of coset representatives for 𝑇𝑆 in 𝑅1, with notation chosen so that 𝑥1 = 1 and 𝑥2𝑘𝑒 = 𝑒 ∈ 𝐸 for each
𝑒 ∈ 𝐸 − {1}, and set

𝐴𝑒 = 𝐴𝑥𝑒 .

As 𝑤0 inverts 𝑇, we have 𝐴𝑒 = 𝐸⟨𝑡𝑒𝑤0⟩ where 𝑡𝑒 ∶= 𝑥−2𝑒 = [𝑥𝑒, 𝑤0] ∈ 𝑇𝑆 also powers to 𝑒.
Denote by the set of𝑇𝑆-conjugacy classes of elementary abelian subgroups of𝑇𝑆⟨𝑤0⟩ of order

16. Then as 𝐸 ⩽ 𝑇𝑆 and [𝑇𝑆, 𝑤0] = Φ(𝑇𝑆), there are Aut (𝑇𝑆⟨𝑤0⟩)-equivariant bijections
 ⟶𝑇𝑆∕Φ(𝑇𝑆)⟶ 𝐸

𝐴
𝑇𝑆
𝑒 ⟼ 𝑡𝑒Φ(𝑇𝑆)⟼ 𝑒 = 𝑡2

𝑘−1

𝑒 .

As Inn(𝑇𝑆⟨𝑤0⟩) acts trivially on these sets, by Lemma 4.6(3), Aut (𝑇𝑆⟨𝑤0⟩) has two orbits on
E4(𝑇𝑆⟨𝑤0⟩) with representatives 𝐴 = 𝐴1 and 𝐴𝑒 with 𝑒 ≠ 1.

Lemma 4.7. E4(𝑆) is the disjoint union of 𝐴
1
and 𝐴

𝑒 , where 𝑒 is any nonidentity element of 𝐸. All
𝐴𝑒 with 𝑒 ≠ 1 are Aut (𝑇𝑆⟨𝑤0⟩)-conjugate, and Aut (𝐴𝑒) = 𝐶Aut(𝐴𝑒)(𝑒) for each 𝑒 ∈ 𝐸.
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66 HENKE et al.

Proof. This is [1, Lemma 7.12(c)], except for the statement on Aut (𝑇𝑆⟨𝑤0⟩)-conjugacy, which
contained in the proof of 7.12(c) and observed above. An equivalent description of the  -
conjugacy classes of elementary abelian subgroups of 𝑆 of rank 4was given in [35, PropositionA.8,
Lemma 3.1]. See also [36, p. 3018]. □

Lemma 4.8. E3(𝑆) is the disjoint union of 𝐸 and 𝐸′ , and we have Aut (𝐸) = Aut(𝐸) and
Aut (𝐸

′) = Aut(𝐸′).

Proof. In Lemma 4.5, we defined 𝐸′ = 𝑈⟨𝑑⟩ where 𝑑 = 𝑐𝑤0. It was shown there that 𝐸 and 𝐸′
are representatives for the two 𝐻-conjugacy classes of elementary abelian subgroups of order 8
containing 𝑍. Recall that 𝑐 was defined as ℎ𝛽1(𝜇)ℎ𝛽2(𝜇)ℎ𝛽3(𝜇) at the end of Subsection 4.1.5, and
in Lemma 4.2(2) it was shown that 𝑐 ∈ 𝑇𝑆 and 𝑐2

𝑘−1
∈ 𝐸 − 𝑈. In particular, 𝑐 ∈ 𝑇𝑆 − Φ(𝑇𝑆).

Take 𝑒 = 𝑐2
𝑘−1 and consider 𝐴𝑒 = 𝐴𝑥𝑒 = 𝐸⟨𝑡𝑒𝑤0⟩. As both 𝑡𝑒 = [𝑥𝑒, 𝑤0] and 𝑐 have 2𝑘−1st

power 𝑒, there is 𝑠 ∈ Φ(𝑇𝑆) = ℧1(𝑇𝑆) with 𝑐 = 𝑡𝑒𝑠. Choose 𝑡 ∈ 𝑇𝑆 with 𝑡−2 = 𝑠. Then 𝐴𝑡
𝑒 =

𝐸𝑡⟨(𝑡𝑒𝑤0)
𝑡⟩ = 𝐸⟨(𝑡𝑒𝑤0)

𝑡⟩, and (𝑡𝑒𝑤0)
𝑡 = 𝑡𝑒𝑤

𝑡
0
= 𝑡𝑒[𝑡, 𝑤0]𝑤0 = 𝑡𝑒𝑡

−2𝑤0 = 𝑡𝑒𝑠𝑤0 = 𝑐𝑤0. This shows
𝐴𝑒 is 𝑇𝑆-conjugate to the elementary abelian subgroup

𝐴′ ∶= 𝐸⟨𝑐𝑤0⟩ = 𝐸𝐸′ (4.10)

of order 16. Alternatively, we could have chosen the coset representative 𝑥𝑒 at the outset to satisfy
[𝑥𝑒, 𝑤0] = 𝑥−2𝑒 = 𝑐 and in doing so arrange for 𝐴𝑒 = 𝐴′, and thus for 𝐴𝑒 to contain 𝐸′.
Assume to get a contradiction that 𝐸 and 𝐸′ are Sol(𝑞)-conjugate. As 𝐸 is normal in 𝑆, it is

fully -normalized, hence fully -centralized by saturation. So, there is amorphism𝜑∶ 𝐶𝑆(𝐸
′) →

𝐶𝑆(𝐸) in  with 𝐸′𝜑 = 𝐸 by [2, I.2.6]. By (4.10), 𝜑 is defined on 𝐴′ and 𝐴′𝜑 ⩽ 𝐶𝑆(𝐸) = 𝑇𝑆⟨𝑤0⟩.
By Lemma 4.7, we may choose 𝛼 ∈ Aut (𝑇𝑆⟨𝑤0⟩) with 𝐴′𝜑𝛼 = 𝐴′. Then as 𝜑𝛼 ∈ Aut (𝐴

′) =

𝐶Aut (𝐴′)(𝑒) by the same lemma, we have 𝑒
𝜑𝛼 = 𝑒. On the other hand, as 𝐸 is characteristic in

𝑇𝑆⟨𝑤0⟩, we have 𝑈𝜑𝛼 ⩽ 𝐸′𝜑𝛼 = 𝐸𝛼 = 𝐸. Thus, 𝐸𝜑𝛼 = (𝑈⟨𝑒⟩)𝜑𝛼 = 𝑈𝜑𝛼⟨𝑒𝜑𝛼⟩ ⩽ 𝐸, a contradiction.
Now we appeal to [1, Lemma 7.8] for the structure of the  -automorphism groups. □

Remark 4.9. Lemma 4.8 says that there are two conjugacy classes of elementary abelian subgroups
of order eight in a Benson–Solomon system, and is therefore incompatible with the part of [35,
Lemma 3.1] which states that there is a single conjugacy class. We thank the referee for alerting
us to this, and we refer the reader to [43].

4.4 Proof of Theorem 4.1

We now turn to the proof of Theorem 4.1. As an initial observation, note that if  is a punctured
group for Sol(𝑞′) for some odd prime power 𝑞′, then 𝐶(𝑍) is a group whose 2-fusion system is
isomorphic to that of Spin7(𝑞′). It is in this context that we use the following lemma.
By a field automorphism of Spin7(𝑞), we mean an automorphism acting on the root groups via

𝑥𝛼(𝜆) ↦ 𝑥𝛼(𝜆
𝜓) where 𝜓 is an automorphism of 𝔽𝑞.

Lemma 4.10. Let 𝐺 be a finite group whose 2-fusion system is isomorphic to that of Spin7(𝑞′)
for some odd 𝑞′. Then 𝐺∕𝑂2′(𝐺) ≅ Spin7(𝑞)⟨𝜑⟩ for some odd 𝑞 with 𝑣2(𝑞2 − 1) = 𝑣2(𝑞

′2 − 1), and
where 𝜑 induces a field automorphism of odd order.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 67

Proof. It was shownbyLevi andOliver in the course of provingSol(𝑞) is exotic that𝑂2′(𝐺∕𝑂2′(𝐺))

is isomorphic to Spin7(𝑞) for some odd 𝑞 [35, Proposition 3.4]. If 𝑆′ and 𝑆 are the corresponding
Sylow 2-subgroups, then 𝑆′ and 𝑆 are isomorphic by definition of an isomorphism of a fusion
system. If 𝑘 and 𝑘′ are one less than the valuations of 𝑞2 − 1 and 𝑞′2 − 1, then the orders of 𝑆 and 𝑆′
are 24+3𝑘 and 24+3𝑘′ , so 𝑘 = 𝑘′. The description of 𝐺∕𝑂2′(𝐺) follows, asOut(Spin7(𝑞)) ≅ 𝐶𝑎 × 𝐶2,
where 𝑞 = 𝑝𝑎 and 𝐶𝑎 is generated by the class of a field automorphism. □

The extension of Spin7(𝑞) by a group of field automorphisms of odd order has the same 2-fusion
system as Spin7(𝑞), but we will not need this.

Lemma 4.11. Let 𝑞 be an odd prime power with the property that 𝐺𝐿3(2) has a faithful 3-
dimensional representation over 𝔽𝑟 for each prime divisor 𝑟 of 𝑞2 − 1. Then each such 𝑟 is a square
modulo 7, and 𝑞 = 31+6𝑎 for some 𝑎 ⩾ 0. In particular, 𝑞 ≡ 3 (mod 8).

Proof. Set 𝐺 = 𝐺𝐿3(2) for short. We first show that 𝐺𝐿3(2) has a faithful 3-dimensional repre-
sentation over 𝔽𝑟 if and only if 𝑟 is a square modulo 7. If 𝑟 = 2, 3, or 7, then as |𝑆𝐿3(3)| is not
divisible by 7 and 𝐺 ≅ 𝑃𝑆𝐿2(7) ≅ Ω3(7), the statement holds. So, we may assume that 𝑝 does not
divide |𝐺|, so that 𝔽𝑟𝐺𝐿3(2) is semisimple. Let 𝑉 be a faithful 3-dimensional module with char-
acter 𝜑, necessarily irreducible. From the character table for 𝐺𝐿3(2), we see that 𝜑 takes values
in 𝔽𝑟((1 +

√
−7)∕2). By [21, I.19.3], a modular representation is writable over its field of character

values, so this extension is a splitting field for 𝑉. Thus, 𝑉 is writable over 𝔽𝑟 if and only if −7 is a
square modulo 𝑟, which by quadratic reciprocity is the case if and only if 𝑟 is a square modulo 7.
Now fix an odd prime power 𝑞 with the property that 𝑞2 − 1 is divisible only by primes that

are squares modulo 7. As 𝑞(𝑞 − 1)(𝑞 + 1) is divisible by 3 and 3 is not a square, we have 𝑞 = 3𝑙

for some 𝑙. Now 𝑞 − 1 and 𝑞 + 1 are squares, so 𝑞 ≡ 1 or 3 (mod 7). Assume the former. Then 6
divides 𝑙, so 𝑞 = 3𝑙 ≡ ±1 (mod 5). But then 𝑞2 − 1 is divisible by the nonsquare 5, a contradiction.
So, 𝑞 ≡ 3 (mod 7), 𝑙 = 1 + 6𝑎 for some 𝑎 ⩾ 0, and hence 𝑞 ≡ 3 (mod 8). □

We write 𝐺′ = [𝐺, 𝐺] for the commutator subgroup of a group 𝐺.

Lemma 4.12. Let 𝐺 be a finite group and 𝑊 ⊴𝑀 ⊴ 𝐺 such that 𝐺∕𝑀 ≅ 𝐺𝐿3(2), |𝑊| = 2 and
𝑀∕𝑊 is cyclic of odd order. Then 𝐸(𝐺) = 𝐺′ is isomorphic to 𝐺𝐿3(2) or 𝐿2(7). In the latter case, 𝐺
has quaternion Sylow 2-subgroups.

Proof. If we pick a generator 𝑥𝑊 of 𝑀∕𝑊, then 𝑀 = ⟨𝑥⟩𝑊 is abelian as 𝑊 ⩽ 𝑍(𝑀). As 𝑀∕𝑊

is of odd order and |𝑊| = 2, it follows indeed that 𝑀 is cyclic. In particular, Aut(𝑀) is abelian.
As 𝐶𝐺(𝐹∗(𝐺)) ⩽ 𝐹∗(𝐺) and 𝐺∕𝑀 is non-abelian simple, it follows that 𝐹∗(𝐺) ≠ 𝑀 = 𝐹(𝐺) and
so 𝐸(𝐺) ≠ 1. As 𝐺𝐿3(2) is the only non-abelian composition factor in a composition series for 𝐺,
it follows that 𝐾 ∶= 𝐸(𝐺) is quasisimple with 𝐾∕𝑍(𝐾) ≅ 𝐺𝐿3(2) ≅ 𝐿2(7). In particular, 𝐺 = 𝐾𝑀

where𝑀 = 𝐹(𝐺) is abelian and commutes with 𝐾 = 𝐸(𝐺) = 𝐾′. Hence, 𝐺′ = 𝐾 = 𝐸(𝐺).
As the Schur multiplier of 𝐺𝐿3(2) ≅ 𝐿2(7) has order 2, we have 𝐾 ≅ 𝐺𝐿3(2) or 𝐾 ≅ 𝑆𝐿2(7). In

the latter case, 𝑍(𝐾) = 𝑊 and 𝐾 contains a Sylow 2-subgroup of 𝐺. As 𝑆𝐿2(7) has quaternion
Sylow 2-subgroups, the assertion follows. □

If Θ̂ is a partial normal 𝑝′-subgroup of a locality (, Δ, 𝑆) at the prime 𝑝, then the restriction of
the natural projection → ∕Θ̂ to 𝑆 is a monomorphism. Thus, we may identify 𝑆 with its image
in ∕Θ̂. This is used to formulate the following proposition.
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68 HENKE et al.

Proposition 4.13. Suppose  = Sol(𝑞
′) is a Benson–Solomon fusion system and (, Δ, 𝑆) is a

punctured group over  . Set 𝑍 ∶= 𝑍(𝑆) and 𝐺 = 𝐶(𝑍).

(1) There exists a partial normal 2′-subgroup Θ̂ of  such that, identifying 𝑆 with its image in ∕Θ̂

in the natural way, (∕Θ̂, Δ, 𝑆) is a punctured group over  and 𝑁∕Θ̂(𝑍) ≅ 𝐺∕𝑂2′(𝐺) is 2′-
reduced.

(2) 𝑂2′(𝐺∕𝑂2′(𝐺)) ≅ Spin7(𝑞), where 𝑞 = 31+6𝑎 for some 𝑎 ⩾ 0, and every prime divisor of 𝑞2 − 1

is a square modulo 7. In particular, 𝑞 ≡ 3 (mod 8) and 𝑞′ ≡ ±3 (mod 8).

Proof. Set 𝐺 ∶= 𝐺∕𝑂2′(𝐺) and 𝐻 ∶= 𝑂2′(𝐺). As  is a locality on  = Sol(𝑞
′), it follows from

Lemmas 2.9(b) and 4.6(1) that 
𝑆
(𝐺) ≅ 𝑆(𝐺) = 𝑆(𝑁(𝑍)) = 𝑁 (𝑍) is isomorphic to the 2-

fusion system of Spin7(𝑞′). Hence, by Lemma 4.10 there is an odd prime power 𝑞 with (𝑞2 −

1)2 = (𝑞′2 − 1)2 such that 𝐻 can be identified with Spin7(𝑞), and such that 𝐺̄ = 𝐻⟨𝜑⟩ for 𝜑
a field automorphism of odd order. Where convenient, we adopt below the notation from
Subsections 4.1–4.3.

(1) We will show the existence of a suitable signalizer functor on elements of order 2 (as
introduced in Definition 1.2). For that we set

𝜃(𝑎) = 𝑂2′(𝐶(𝑎)) for each involution 𝑎 ∈ 𝑆.

By Lemma 2.7(b), 𝜃 is conjugacy invariant. Let 𝑎, 𝑏 ∈ 𝑆 be two distinct commuting invo-
lutions. By Lemma 4.6(2) and conjugacy invariance, to verify the balance condition in
Definition 1.2, we can assume 𝑏 = 𝑧 and 𝑎 = 𝑢 ∈ 𝑈 − 𝑍. Set 𝑋 = 𝑂2′(𝐶(𝑢)) ∩ 𝐺 and note
that 𝑋 is an odd order normal subgroup of 𝐶(𝑈) = 𝐶𝐺(𝑈). By a Frattini argument 𝐶𝐺(𝑈) =
𝐶𝐺̄(𝑈̄), so 𝑋̄ is normal in the latter group. We use now that 𝐺̄ is an extension of𝐻 = Spin7(𝑞)

by a cyclic group generated by a field automorphism 𝜑 of odd order. As each component
𝐿𝑖 ≅ 𝑆𝐿2(𝑞) of 𝐶𝐻(𝑈̄) is generated by a root group and its opposite (Subsection 4.1.4 and
Lemma 4.3(2)), it follows that𝜑 acts nontrivially as a field automorphism on each such 𝐿𝑖 , and
hence 𝑋̄ ⩽ 𝑂2′(𝐶𝐺̄(𝑈̄)) ⩽ 𝑂2′(𝐿1𝐿2𝐿3) = 1. Equivalently, 𝑋 = 𝑂2′(𝐶(𝑢)) ∩ 𝐺 ⩽ 𝑂2′(𝐺). This
shows that the balance condition holds. For each 𝑃 ∈ Δ, set

Θ(𝑃) =
⎛⎜⎜⎝

⋂
𝑥∈2(𝑃)

𝜃(𝑥)
⎞⎟⎟⎠ ∩ 𝐶(𝑃).

Then by Theorem 2.39, Θ defines a signalizer functor on objects. By Theorem 2.36, Θ̂ =⋃
𝑃∈Δ Θ(𝑃) is a partial normal 𝑝′-subgroup of , and (∕Θ̂, Δ, 𝑆) is again a punctured group

for  = Sol(𝑞
′)with𝑁∕Θ̂(𝑍) ≅ 𝐺∕Θ(𝑍). Writing 𝑍 = ⟨𝑧⟩, note that 2(𝑍) = {𝑧} andΘ(𝑍) =

𝜃(𝑧) ∩ 𝐶(𝑍) = 𝑂2′(𝐶(𝑧)) = 𝑂2′(𝐺). This proves (1).
(2) For the proof of (2), part (1) allows us to assume 𝑂2′(𝐺) = 1. Then 𝐺 = 𝐺, 𝐻 = 𝑂2′(𝐺) ≅

Spin7(𝑞), and 𝐺∕𝐻 is cyclic of odd order. Recall that 𝐻 has Sylow 2-subgroup 𝑆, 𝜖 ∈ {±1} is
such that 𝑞 ≡ 𝜖 (mod 4), and 𝐸1 ∶= 𝐸 and 𝐸−1 ∶= 𝐸′ are the representatives for  -conjugacy
classes of elementary abelian subgroups of order 8 in 𝑆 (Lemmas 4.5 and 4.8). For 𝛿 = ±1,
let 𝑇𝛿 be the maximal torus containing 𝐸𝛿 of Lemma 4.5. For each positive integer 𝑟 dividing
𝑞 − 𝛿𝜖, write 𝑇𝛿,𝑟 for the 𝑟-torsion in 𝑇𝛿. Moreover, set 𝑇𝛿,𝑆 = 𝑇𝛿 ∩ 𝑆. Thus, 𝑇1,𝑆 = 𝑇𝑆 = 𝑇1,2𝑘
is homocyclic of order 23𝑘, and 𝑇−1,𝑆 = 𝐸−1.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 69

Now fix 𝛿 and let 𝑁 = 𝑁(𝑇𝛿,𝑆). By Lemmas 4.4(2) and 4.5(3),

𝐶𝐻(𝐸𝛿) = 𝑇𝛿⟨𝑤⟩, (4.11)

where 𝑤 is an involution inverting 𝑇𝛿. In particular, as

𝑂2′(𝑇𝛿) = [𝑂2′(𝑇𝛿), ⟨𝑤⟩]
and 𝑂2′(𝐺) = 𝐻, we have

𝐶𝐻(𝐸𝛿) = 𝑂2′(𝐶𝐻(𝐸𝛿)) = 𝑂2′(𝐶𝐺(𝐸𝛿)).

Also, 𝐶(𝐸𝛿) = 𝐶𝐺(𝐸𝛿) as 𝐸𝛿 contains 𝑍. It follows that 𝐶𝐻(𝐸𝛿) = 𝑂2′(𝐶(𝐸𝛿)) is normal in
𝑁(𝐸𝛿), so

𝐶𝐻(𝐸𝛿) and 𝑂2′(𝐶𝐻(𝐸𝛿)) are normal in 𝑁(𝐸𝛿). (4.12)

Next we show

𝑁 = 𝑁(𝐸𝛿). (4.13)

We may assume 𝑇𝛿,𝑆 > 𝐸𝛿, and so 𝛿 = 1, 𝑇𝛿,𝑆 = 𝑇𝑆 , and 𝐸𝛿 = 𝐸. Certainly 𝑁(𝑇𝑆) ⩽ 𝑁(𝐸). For
the other inclusion, note 𝑁(𝐸) acts on 𝐶𝐻(𝐸) by (4.12) so it acts on 𝑇𝑆 because 𝑇𝑆 is the unique
abelian 2-subgroup of maximum order in 𝐶𝐻(𝐸). Thus,𝑁(𝐸) ⩽ 𝑁(𝑇𝑆), completing the proof of
(4.13).
Using (4.11) one observes easily that 𝑇𝛿 = 𝑇𝛿,𝑆𝑂2′(𝑇𝛿) = 𝑇𝛿,𝑆𝑂2′(𝐶𝐻(𝐸𝛿)). Hence, it follows

from (4.12) and (4.13) that

𝑇𝛿 ⊴ 𝑁. (4.14)

Notice that 𝐶𝑁(𝐸𝛿)∕𝐶𝐻(𝐸𝛿) ⩽ 𝐶𝐺(𝐸𝛿)∕𝐶𝐻(𝐸𝛿) ≅ 𝐶𝐺(𝐸𝛿)𝐻∕𝐻 ⩽ 𝐺∕𝐻 and recall that 𝐺∕𝐻 is
cyclic of odd order. Hence, by (4.11), (4.12), (4.13), and (4.14), we are given a normal series

𝑇𝛿 ⩽ 𝐶𝐻(𝐸𝛿) ⩽ 𝐶𝑁(𝐸𝛿) = 𝐶(𝐸𝛿) ⩽ 𝑁(𝐸𝛿) = 𝑁,

where 𝐶𝐻(𝐸𝛿)∕𝑇𝛿 ≅ 𝐶2, 𝐶𝑁(𝐸𝛿)∕𝐶𝐻(𝐸𝛿) is cyclic of odd order, and (by Lemma 4.8)

𝑁∕𝐶𝑁(𝐸𝛿) = 𝑁(𝐸𝛿)∕𝐶(𝐸𝛿) ≅ Aut (𝐸𝛿) = Aut(𝐸𝛿) ≅ 𝐺𝐿3(2).

Set 𝑁̃ ∶= 𝑁∕𝑇𝛿. By Lemma 4.5,𝐶2 × 𝑆4 ≅ 𝑁𝐻(𝑇𝛿) ⩽ 𝑁̃. In particular, 𝑁̃ does not have quaternion
Sylow 2-subgroups. Applying Lemma 4.12 with (𝑁̃, 𝐶𝑁(𝐸𝛿), 𝐶𝐻(𝐸𝛿)) in place of (𝐺,𝑀,𝑊), we see
now that

𝑁̃′ ≅ 𝐺𝐿3(2).

Let 𝑟 be a prime divisor of 𝑞 − 𝛿𝜖 and note that 𝑁̃ acts on 𝑇𝛿,𝑟. By Lemma 4.5, 𝑁𝐻(𝑇𝛿) ≅ 𝐶2 × 𝑆4

acts faithfully on𝑇𝛿,𝑟 and thus𝐴4 ≅ 𝑁𝐻(𝑇𝛿)
′
⩽ 𝑁̃′ acts nontrivially on𝑇𝛿,𝑟. As𝐶𝑁̃′(𝑇𝛿,𝑟) ⊴ 𝑁̃′ and

 20524986, 2023, 1, D
ow

nloaded from
 https://londm

athsoc.onlinelibrary.w
iley.com

/doi/10.1112/tlm
3.12054 by U

niversity O
f A

berdeen, W
iley O

nline L
ibrary on [18/07/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



70 HENKE et al.

𝑁̃′ ≅ 𝐺𝐿3(2) is simple, it follows that 𝐶𝑁̃′(𝑇𝛿,𝑟) = 1 and 𝑁̃′ ≅ 𝐺𝐿3(2) acts faithfully on 𝑇𝛿,𝑟 ≅ 𝐶3𝑟 .
As this holds for each 𝛿 = ±1 and prime 𝑟, Lemma 4.11 implies that 𝑞 = 31+6𝑎 for some 𝑎 ⩾ 0 and
𝑞 ≡ 3 (mod 8). As 𝑞′ ≡ ±𝑞 (mod 8), this shows (2). □

Note that the conclusion of the following lemma does not hold if𝐻 = Spin7(𝑞) for some 𝑞 ≠ 3.

Lemma 4.14. Let 𝐻 = Spin7(3) and 𝑍 = 𝑍(𝐻). If 𝑃 ⩾ 𝑍 is a 2-subgroup of 𝐻 of 2-rank at least 2,
then𝑁𝐻(𝑃) and 𝐶𝐻(𝑃) are of characteristic 2.

Proof. Let 𝑃 ⩽ 𝑆 with 𝑍 ⩽ 𝑉 ⩽ 𝑃 and 𝑉 a four group. By Lemma 4.3(2), we may conjugate in
𝐻 and take 𝑉 = 𝑈, and 𝐶𝐻(𝑈) = 𝐿1𝐿2𝐿3⟨𝑐⟩, where 𝑐 induces a diagonal automorphism on each
𝐿𝑖 ≅ 𝑆𝐿2(3). Thus, 𝑂2(𝐶𝐻(𝑈)) is a commuting product of three quaternion subgroups of order 8
that contains its centralizer in 𝐶𝐻(𝑈), and hence 𝐶𝐻(𝑈) is of characteristic 2.
Recall that 𝑁𝐻(𝑃) is of characteristic 2 if and only if 𝐶𝐻(𝑃) is of characteristic 2 and that

the normalizer of any 2-subgroup in a group of characteristic 2 is of characteristic 2 (see, e.g.,
[28, Lemma 2.2]). It follows that 𝑁𝐶𝐻(𝑈)

(𝑃) is of characteristic 2, so 𝐶𝐻(𝑃) = 𝐶𝐶𝐻(𝑈)(𝑃) is of
characteristic 2, so 𝑁𝐻(𝑃) is of characteristic 2. □

Lemma 4.15. Let  = Sol(3) be a fusion system over 𝑆. Then every subgroup of 𝑆 of 2-rank at least
2 is  -subcentric.

Proof. Set 𝑍 = 𝑍(𝑆). By Lemma 4.6(1), we have ∶= 𝑁 (𝑍) = 𝑆(𝐻)where𝐻 = Spin7(𝑞) and 𝑆
can be identified with the Sylow 2-subgroup of 𝐻 defined in Subsection 4.1.6. Define 𝑈 as before
so that E2(𝑆) = 𝑈 by Lemma 4.6(2). As  𝑠 is by [28, Proposition 3.3] closed under passing to  -
conjugates and overgroups, it is enough to prove that𝑈 is -subcentric. Indeed, as𝑍 ⩽ 𝑈, we have
𝐶 (𝑈) = 𝐶(𝑈) = 𝐶𝑆(𝑈)(𝐶𝐻(𝑈)). Hence,  (𝑈) is constrained by Lemma 4.14 and so 𝑈 ∈  𝑠

by [28, Lemma 3.1]. □

We may now prove the main theorem of this section.

Proof of Theorem 4.1. (⇒)∶ If (, Δ, 𝑆) is a punctured group over  ∶= Sol(𝑞) for some odd
prime power 𝑞, then it follows from Proposition 4.13(2) (applied with 𝑞 in place of 𝑞′) that 𝑞 ≡ ±3

(mod 8).
(⟸ ) ∶ Now let  = Sol(3) and = 𝐶 (𝑍) = 𝑆(𝐻) with𝐻 = Spin7(3). Set

Δ = {𝑃 ∈  𝑠 ∣ 𝑃 is of 2-rank at least 2},

andΔ𝑍 = {𝑃 ∈ Δ ∣ 𝑃 ⩾ 𝑍}. ThenΔ is closed under -conjugacy and passing to overgroups by [28].
So, it is also closed under-conjugacy. We show now

Every element of𝑐𝑟 ∪  𝑐𝑟 is of 2-rank at least 2. (4.15)

Indeed, assume there exists 𝑄 ∈ 𝑐𝑟 ∪  𝑐𝑟 of 2-rank 1. Then 𝑄 ≠ 𝑆 and so 𝐶𝑆(𝑄) ⩽ 𝑄 implies
Inn(𝑄) < Aut𝑆(𝑄) ⩽ Aut(𝑄) ⩽ Aut (𝑄). Suppose first that𝑄 is cyclic, or generalized quaternion
of order at least 16. ThenAut(𝑄) is a 2-group and soOut(𝑄) andOut (𝑄) are nontrivial 2-groups,
which contradicts the assumption that𝑄 is radical in or . Assume now that𝑄 is quaternion of
order 8. As𝑈 is a normal subgroup of 𝑆, we have [𝑄,𝑈] ⩽ 𝑍 = 𝑍(𝑆) ⩽ 𝑄, so𝑈 ⩽ 𝑁𝑆(𝑄). But𝑁𝑆(𝑄)
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 71

is a 2-group containing 𝑄 self-centralizing with index at most 2, and so 𝑁𝑆(𝑄) is quaternion or
semidihedral of order 16. But neither of these groups has a normal four subgroup, a contradiction.
This shows (4.15).
Each element of  𝑐𝑟 ∪𝑐𝑟 contains 𝑍. It follows moreover from (4.15) and Lemma 4.15 that

 𝑐𝑟 ∪𝑐𝑟 ⊆ Δ. Also  𝑠 ⊆ 𝑠 by [28, Lemma 3.16]. Thus, we have shown

 𝑐𝑟 ∪𝑐𝑟 ⊆ Δ𝑍 ⊆ Δ ⊆  𝑠 ⊆ 𝑠. (4.16)

The hypotheses of [28, Theorem A] are thus satisfied, so we may fix a linking locality  on  with
object set Δ, and this  is unique up to rigid isomorphism.
We shall verify the conditions (1)–(5) of [14, Hypothesis 5.3] with 𝑍 in the role of “𝑇” and 𝐻 in

the role of “𝑀”. Conditions (1), (2) hold by construction. Condition (4) holds because 𝑍 is normal
in 𝐻 and 𝑆(𝑁(𝑍)) ≅  by [35]. To see condition (3), first note that 𝑍 is fully normalized in 

because it is central in 𝑆. Let 𝑍′, 𝑍′′ be distinct  -conjugates of 𝑍. Then ⟨𝑍′, 𝑍′′⟩ contains a four
group 𝑉. By Lemma 4.6(2), 𝑉 is  -conjugate to 𝑈, and 𝑂2(𝑁 (𝑈)) ∈  𝑐 is a commuting product
of three quaternion groups of order 8. Thus, 𝑉 ∈ Δ, and hence ⟨𝑍′, 𝑍′′⟩ ∈ Δ. So, Condition (3)
holds. It remains to verify Condition (5), namely that 𝑁(𝑍) and Δ𝑍

(𝐻) are rigidly isomorphic.
By (4.16) and Lemma 4.14, Δ𝑍

(𝐻) is a linking locality over with Δ𝑍 as its set of objects.
On the other hand, by [14, Lemma 2.19], 𝑁(𝑍) is a locality on with object set Δ𝑍 , in which

𝑁𝑁(𝑍)
(𝑃) = 𝐶𝑁(𝑃)

(𝑍) for each 𝑃 ∈ Δ𝑍 . As  a linking locality, 𝑁(𝑃) is of characteristic 2, and
hence the 2-local subgroup 𝑁𝑁(𝑍)

(𝑃) of 𝑁(𝑃) is also of characteristic 2. So, again this together
with (4.16) gives that 𝑁(𝑍) is a linking locality over  with object set Δ𝑍 . Thus, Δ𝑍

(𝐻) and
𝑁(𝑍) are linking localities over the same fusion system and with the same object set, thus rigidly
isomorphic by [28, Theorem A]. This completes the proof of (5).
So, by [14, Theorem 5.14], there is a locality + over  with object set

Δ+ ∶= {𝑃 ⩽ 𝑆 ∣ 𝑍𝜑 ⩽ 𝑃 for some 𝜑 ∈ Hom (𝑍, 𝑆)},

such that +|Δ =  and 𝑁+(𝑍) = 𝐻, and + is unique up to rigid isomorphism with this
property. As each nontrivial subgroup of 𝑆 contains an involution, and all involutions in 𝑆 are
 -conjugate (by Lemma 4.6(1)), Δ+ is the collection of all nontrivial subgroups of 𝑆. Thus, + is
a punctured group for  . □

Remark 4.16. Theorem 4.1 leaves open the question whether there is a punctured group (, Δ, 𝑆)
over Sol(3) such that, setting 𝑍 ∶= 𝑍(𝑆), the centralizer 𝐶(𝑍) is not isomorphic to Spin7(3).
Indeed, we show in Proposition 4.13 that always 𝑂2′(𝐶(𝑍)∕𝑂2′(𝐶(𝑍))) ≅ Spin7(𝑞), where 𝑞 =
31+6𝑎 for some 𝑎 ⩾ 0 with the property that 𝑞2 − 1 is divisible only by primes that are squares
modulo 7. Although there are at least several such nonnegative integers 𝑎 with this property (the
first few are 0, 1, 2, 3, 5, 7, 8, 13, 15, … ), we are unable to determine whether a punctured group for
Sol(𝑞) exists when 𝑎 > 0.

5 PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS AT ODD
PRIMES

In this section, we survey some of the known examples of exotic fusion systems at odd primes in
the literature, and determine which ones have associated punctured groups.
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72 HENKE et al.

Let  be a saturated fusion system over the 𝑝-group 𝑆. A subgroup 𝑄 of 𝑆 is said to be  -
subcentric if 𝑄 is  -conjugate to a subgroup 𝑃 for which 𝑂𝑝(𝑁 (𝑃)) is  -centric. Equivalently, by
[28, Lemma 3.1], 𝑄 is  -subcentric if, for any fully  -normalized  -conjugate 𝑃 of 𝑄, the normal-
izer 𝑁 (𝑃) is constrained. Write  𝑠 for the set of subcentric subgroups of  . Thus,  𝑠 contains
the set of nonidentity subgroups of 𝑆 if and only if  is of characteristic 𝑝-type (and  𝑠 is the set
of all subgroups of 𝑆 if and only if  is constrained).
A finite group 𝐺 is said to be of characteristic 𝑝 if 𝐶𝐺(𝑂𝑝(𝐺)) ⩽ 𝑂𝑝(𝐺). A subcentric linking

system is a transporter system 𝑠 associated to  such that Obj(𝑠) =  𝑠 and Aut𝑠 (𝑃) is of char-
acteristic 𝑝 for every 𝑃 ∈ Obj(𝑠). By a theorem of Broto, Castellana, Grodal, Levi, and Oliver [4],
the constrained fusion systems are precisely the fusion systems of finite groups of characteristic
𝑝. The finite groups of characteristic 𝑝, which realize the normalizers of fully normalized subcen-
tric subgroups, can be “glued together” to build a subcentric linking systems associated with  .
More precisely, building on the unique existence of centric linking systems, the first author [28,
Theorem A] has used Chermak descent to show that each saturated fusion system has a unique
associated subcentric linking system.
For each of the exotic systems  considered in this section, it will turn out that either  is of

characteristic 𝑝-type, or 𝑆 has a fully  -normalized subgroup 𝑋 of order 𝑝 such that 𝑁 (𝑋) is
exotic. In the latter case, there is the following elementary observation.

Lemma 5.1. Let  be a saturated fusion system over 𝑆. Assume there is some nontrivial fully  -
normalized subgroup 𝑋 such that𝑁 (𝑋) is exotic. Then a punctured group for  does not exist.

Proof. If there were a transporter system associated with  having object set containing𝑋, then
Aut(𝑋) would be a finite group whose fusion system is 𝑁 (𝑋). □

We restrict attention here to the following families of exotic systems at odd primes, considered
in order: the Ruiz–Viruel systems [48], the Oliver systems [42], the Clelland–Parker systems [17],
and the Parker–Stroth systems [46]. The results are summarized in the following theorem.

Theorem 5.2. Let  be a saturated fusion system over a finite 𝑝-group 𝑆.

(a) If  is a Ruiz–Viruel system at the prime 7, then  is of characteristic 7-type, so has a punctured
group.

(b) If  is an exotic Oliver system, then  has a punctured group if and only if  occurs in cases
(a)(i), (a)(iv), or (b) of [42, Theorem 2.8].

(c) If  is an exotic Clelland–Parker system, then  has a punctured group if and only if each
essential subgroup is abelian. Moreover, if so then  is of characteristic 𝑝-type.

(d) If  is a Parker–Stroth system, then  is of characteristic 𝑝-type, so has a punctured group.

Proof. This follows upon combining Theorem 2.21 or Lemma 5.1 with Lemma 5.4, Proposition 5.7,
Propositions 5.9 and 5.11, and Proposition 5.12, respectively. □

When showing that a fusion system is of characteristic 𝑝-type, we will often use the following
elementary lemma.

Lemma 5.3. Let 𝑋 be a fully  -normalized subgroup of 𝑆 such that 𝐶𝑆(𝑋) is abelian. Then𝑁 (𝑋)

is constrained.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 73

Proof. UsingAlperin’s FusionTheorem [2, Theorem I.3.6], one sees that𝐶𝑆(𝑋) is normal in𝐶 (𝑋).
In particular, 𝐶 (𝑋) is constrained. Therefore, by [28, Lemma 2.13], 𝑁 (𝑋) is constrained. □

5.1 The Ruiz–Viruel systems

Three exotic fusion systems at the prime 7 were discovered by Ruiz and Viruel, two of which are
simple. The other contains one of the simple ones with index 2.

Lemma 5.4. Let  be a saturated fusion system over an extraspecial 𝑝-group 𝑆 of order 𝑝3 and
exponent 𝑝. Then𝑁 (𝑍(𝑆)) = 𝑁 (𝑆). In particular,  is of characteristic 𝑝-type.

Proof. Clearly𝑁 (𝑆) ⊆ 𝑁 (𝑍(𝑆)). Note that𝑁 (𝑍(𝑆)) is a saturated fusion system over 𝑆 as well.
So, by [48, Lemma 3.2], if a subgroup of 𝑆 is centric and radical in 𝑁 (𝑍(𝑆)), then it is either ele-
mentary abelian of order 𝑝2 or equal to 𝑆. Moreover, by [48, Lemma 4.1], an elementary abelian
subgroup 𝑉 of order 𝑝2 is radical in 𝑁 (𝑍(𝑆)) if and only if Aut (𝑉) contains SL2(𝑝). How-
ever, if Aut (𝑉) contains SL2(𝑝), then it does not normalize 𝑍(𝑆). This implies that 𝑆 is the only
subgroup of 𝑆 that is centric and radical in𝑁 (𝑍(𝑆)). Hence, byAlperin’s FusionTheorem [2, The-
orem I.3.6], we have 𝑁 (𝑍(𝑆)) ⊆ 𝑁 (𝑆) and thus 𝑁 (𝑍(𝑆)) = 𝑁 (𝑆). In particular, 𝑁 (𝑍(𝑆)) is
constrained. If𝑋 is a nontrivial subgroup of  with𝑋 ≠ 𝑍(𝑆), then 𝐶𝑆(𝑋) is abelian. So, it follows
from Lemma 5.3 that  is of characteristic 𝑝-type. □

In Section 6, it is shown that for the three exotic Ruiz–Viruel systems, the subcentric linking
system is the unique associated punctured group whose full subcategory on the centric subgroups
is the centric linking system.

5.2 Oliver’s systems

A classification of the simple fusion systems  on 𝑝-groups with a unique abelian subgroup 𝐴 of
index 𝑝 is given in [16, 42, 44]. Here we consider only those exotic fusion systems in which 𝐴 is
not essential in  , namely those fusion systems appearing in the statement of [42, Theorem 2.8].
Whenever  is a saturated fusion system on a 𝑝-group 𝑆 with a unique abelian subgroup 𝐴 of

index 𝑝, we adopt [42, Notation 2.2]. For example,

𝑍 = 𝑍(𝑆), 𝑍2 = 𝑍2(𝑆), 𝑆′ = [𝑆, 𝑆], 𝑍0 = 𝑍 ∩ 𝑆′, and 𝐴0 = 𝑍𝑆′,

and also

 = {𝑍⟨𝑥⟩ ∣ 𝑥 ∈ 𝑆 − 𝐴} and  = {𝑍2⟨𝑥⟩ ∣ 𝑥 ∈ 𝑆 − 𝐴}.

Lemma 5.5. Let  be a saturated fusion system on a finite 𝑝-group 𝑆 having a unique abelian
subgroup 𝐴 of index 𝑝.

(a) If 𝑃 ⩽ 𝑆 is -essential, then 𝑃 ∈ {𝐴} ∪ ∪ , |𝑁𝑆(𝑃)∕𝑃| = 𝑝, and each 𝛼 ∈ 𝑁Aut (𝑃)
(Aut𝑆(𝑃))

extends to an automorphism of 𝑆.
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74 HENKE et al.

Assume now in addition that 𝐴 is not essential in  .

(b) If 𝑂𝑝() = 1, then  𝑒 ∩ ≠ ∅, 𝑍0 = 𝑍 is of order 𝑝, 𝑆′ = 𝐴0 is of index 𝑝2 in 𝑆, and 𝑆 has
maximal class.

(c) If 𝑃 ∈  ∪  is  -essential, then 𝑃 ≅ 𝐶2𝑝 or 𝑝
1+2
+ according to whether 𝑃 ∈  or 𝑃 ∈ , and

𝑂𝑝′(Out (𝑃)) ≅ 𝑆𝐿2(𝑝) acts naturally on 𝑃∕[𝑃, 𝑃].
(d) If 𝑃 ∈  𝑒 ∩, then each 𝛼 ∈ 𝑁Aut (𝑃)

(𝑍) extends to an automorphism of 𝑆.
(e) A subgroup 𝑃 ⩽ 𝑆 is essential in𝑁 (𝑍) if and only if 𝑃 ∈  𝑒 ∩ .
(f) There is 𝑥 ∈ 𝑆 − 𝐴 such that 𝐴0⟨𝑥⟩ is Aut (𝑆)-invariant.
Proof. Parts (a), (b), and (f) are shown in [42, Lemma2.3,2.4], and (c) follows from [42, Lemma2.7].
Suppose as in (d) that 𝑃 ∈  𝑒 ∩. By (c),Aut (𝑃) is a subgroup of𝐺𝐿2(𝑝) containing 𝑆𝐿2(𝑝), and
the stabilizer of 𝑍 in this action normalizes 𝑂𝑝′(𝐶Aut (𝑃)(𝑍)) = Aut𝑆(𝑃). So, (d) follows from (a).
It remains to prove (e). If 𝑃 ∈  𝑒 ∩ , then as 𝑍 = [𝑃, 𝑃] is Aut (𝑃)-invariant in this case,

Out𝑁 (𝑍)
(𝑃) = Out (𝑃) has a strongly 𝑝-embedded subgroup, and so 𝑃 is essential in 𝑁 (𝑍).

Conversely, suppose 𝑃 is𝑁 (𝑍)-essential. By (a) applied to𝑁 (𝑍), 𝑃 ∈ {𝐴} ∪ ∪  and Out𝑆(𝑃)
is of order 𝑝, so by assumption 𝑁Out𝑁 (𝑍)(𝑃)

(Out𝑆(𝑃)) is strongly 𝑝-embedded in Out𝑁 (𝑍)
(𝑃)

by [2, Proposition A.7]. Now each member of 𝑁Aut (𝑃)
(Aut𝑆(𝑃)) extends to 𝑆 by (a), so 𝑍 is

𝑁Aut (𝑃)
(Aut𝑆(𝑃))-invariant. Thus, 𝑁Out (𝑃)

(Out𝑆(𝑃)) = 𝑁Out𝑁 (𝑍)(𝑃)
(Out𝑆(𝑃)) is a proper sub-

group ofOut (𝑃), and hence strongly 𝑝-embedded by [2, Proposition A.7] again. So, 𝑃 is essential
in  . By assumption 𝑃 ≠ 𝐴, and 𝑃 ∉  by (d). So, 𝑃 ∈ . □

For the remainder of this subsection, we let  be a saturated fusion system on a 𝑝-
group 𝑆with a unique abelian subgroup𝐴 of index 𝑝. Further, we assume that 𝑂𝑝() = 1

and 𝐴 is not essential in  .
We next set up some additional notation. Fix an element 𝑥 ∈ 𝑆 − 𝐴 such that𝐴0⟨𝑥⟩ isAut (𝑆)-

invariant, as in Lemma 5.5(f). As𝑂𝑝() = 1, 𝑆 is of maximal class by Lemma 5.5(b). In particular,
𝑍 = 𝑍0 is of order 𝑝,𝐴∕𝐴0 is of order 𝑝, and 𝑆′ = 𝐴0, so we can adopt [42, Notation 2.5]. As in [42,
Notation 2.5], let 𝑎 ∈ 𝐴∖𝐴0, and define𝑖 and 𝑖 to be the 𝑆-conjugacy classes of the subgroups
𝑍⟨𝑥𝑎𝑖⟩ and 𝑍2⟨𝑥𝑎𝑖⟩ for 𝑖 = 0, 1, … , 𝑝 − 1, and set

∗ = 1 ∪⋯ ∪𝑝−1 and ∗ = 1 ∪⋯ ∪ 𝑝−1,

so that = 0 ∪∗ and  = 0 ∪ ∗.
Set

Δ = (ℤ∕𝑝ℤ)× × (ℤ∕𝑝ℤ)× and Δ𝑖 = {(𝑟, 𝑟𝑖) ∣ 𝑟 ∈ (ℤ∕𝑝ℤ)×}.

Define 𝜇∶ Aut (𝑆) → Δ and 𝜇∶ Out (𝑆) → Δ by 𝜇([𝛼]) = 𝜇(𝛼) = (𝑟, 𝑠), where

(𝑥𝐴0)
𝛼 = 𝑥𝑟𝐴0 and 𝑧𝛼 = 𝑧𝑠.

The following lemma looks at the image of homomorphisms analogous to𝜇 and𝜇 that are defined
instead with respect to 𝑁 (𝑍)∕𝑍 and 𝐶 (𝑍)∕𝑍.

Lemma 5.6. Assume |𝑆∕𝑍| = 𝑝𝑚 with𝑚 ⩾ 4. Let  ∈ {𝑁 (𝑍), 𝐶 (𝑍)}, and let 𝜇 be the restriction
of 𝜇 to Aut (𝑆). Let 𝜇∕𝑍 ∶ Aut∕𝑍(𝑆∕𝑍) → Δ be the map analogous to 𝜇 but defined instead with
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 75

respect to 𝑆∕𝑍. Then

Im(𝜇∕𝑍) = {(𝑟, 𝑠𝑟−1) ∣ (𝑟, 𝑠) ∈ Im(𝜇 )}.

In particular, if Im(𝜇 ) = Δ, then Im(𝜇∕𝑍) = Δ. And if Im(𝜇 ) = Δ𝑖 for some 𝑖, then Im(𝜇∕𝑍) =
Δ𝑖−1, where the indices are taken modulo 𝑝 − 1.

Proof. This essentially follows from [16, Lemma 1.11(b)]. By assumption, ∕𝑍 is a fusion system
over a 𝑝-group 𝑆∕𝑍 of order at least 𝑝4. So 𝐴∕𝑍 is the unique abelian subgroup of 𝑆∕𝑍 of index
𝑝 by [42, Lemma 1.9]. As 𝑆 is of maximal class, so is the quotient 𝑆∕𝑍. In particular, 𝑍(𝑆∕𝑍) is of
order 𝑝, so we can define 𝜇∕𝑍 as suggested with 𝑥𝑍 in the role of 𝑥 and g𝑍 in the role of 𝑧, where
g ∈ 𝑍2 − 𝑍 is a fixed element.
Let 𝛼 ∈ Aut (𝑆) with 𝜇(𝛼) = (𝑟, 𝑠), let 𝛼̄ be the induced automorphism of 𝑆∕𝑍, and let 𝑡 ∈

(ℤ∕𝑝ℤ)× be such that 𝑎𝛼𝐴0 = 𝑎𝑡𝐴0 (which exists because 𝐴 and 𝐴0 are Aut (𝑆)-invariant and|𝐴∕𝐴0| = |𝑍0| = 𝑝). By [16, Lemma 1.11(b)], 𝛼 acts on the 𝑖th upper central quotient𝑍𝑖(𝑆)∕𝑍𝑖−1(𝑆)
by raising a generator to the power 𝑡𝑟𝑚−𝑖 for 𝑖 = 1, … ,𝑚 − 1. Thus, 𝑠 = 𝑡𝑟𝑚−1 and (g𝑍)𝛼̄ = g𝛼𝑍 =

g 𝑡𝑟
𝑚−2

𝑍. Hence, 𝜇∕𝑍(𝛼̄) = (𝑟, 𝑠𝑟−1). Conversely if 𝜇∕𝑍(𝛼̄) = (𝑟, 𝑠), then 𝜇 (𝛼) = (𝑟, 𝑠𝑟). □

In the following proposition, we refer to Oliver’s systems according to the itemized list (a)(i–iv),
(b) given in [42, Theorem 2.8].

Proposition 5.7. Assume  is one of the exotic systems appearing in [42, Theorem 2.8]. Write|𝑆∕𝑍| = 𝑝𝑚 with𝑚 ⩾ 3.

(a)  is of characteristic 𝑝-type whenever  𝑒 ⊆ . In particular, this holds if  occurs in case (a)(i),
(a)(iv), or (b).

(b) If  is in case (a)(ii) and 𝑚 ⩾ 4, then 𝑁 (𝑍) is exotic. Moreover,  is of component type, and
𝐶 (𝑍)∕𝑍 is simple, exotic, and occurs in (a)(iv) in this case. If  is in case (a)(ii) with 𝑚 = 3

(and hence 𝑝 = 5), then 𝑁 (𝑍)∕𝑍 is the fusion system of 52𝐺𝐿2(5), and  is of characteristic
5-type.

(c) If  is in case (a)(iii), then𝑁 (𝑍) is exotic. Moreover,  is of component type where 𝐶 (𝑍)∕𝑍 is
simple, exotic, and of type (a)(i).

Proof. Each of Oliver’s systems is simple on 𝑆 with a unique abelian subgroup𝐴 of index 𝑝 that is
not essential, so it satisfies our standing assumptions and the hypotheses of Lemmas 5.5 and 5.6,
and we can continue the notation from above. In particular, 𝑍0 = 𝑍 is of order 𝑝, 𝑆′ = 𝐴0, and 𝑆
is of maximal class. Set

 ∶= 𝐶 (𝑍), 𝑆 = 𝑆∕𝑍 and  = ∕𝑍.

If 𝐺 is a group realizing 𝑁 (𝑍), then 𝐶𝐺(𝑍) realizes  = 𝐶𝑁 (𝑍)
(𝑍) and so 𝐶𝐺(𝑍)∕𝑍 realizes  .

Hence

if  is exotic, then 𝑁 (𝑍) is exotic. (5.1)

The -automorphism group of 𝑆 is the centralizer of 𝑍 in Aut (𝑆). Thus, if Im(𝜇) = Δ, then by
definition of the map 𝜇, we have

Im(𝜇 ) = {(𝑟, 1) ∣ 𝑟 ∈ (ℤ∕𝑝ℤ)×} = Δ0,
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76 HENKE et al.

which implies Im(𝜇̄ ) = Δ−1 by Lemma 5.6. So,

if Im(𝜇) = Δ, then Im(𝜇 ) = Δ0 and Im(𝜇̄ ) = Δ−1. (5.2)

For each fully  -normalized subgroup 𝑋 ⩽ 𝑆 of order 𝑝 and not equal to 𝑍, 𝐶𝑆(𝑋) is abelian: if
𝑋 ⩽ 𝐴 this follows because 𝐶𝑆(𝑋) = 𝐴 (𝑋 is not central), while if 𝑋 ≰ 𝐴, this follows because
𝐶𝐴(𝑋) = 𝑍 by Lemma 5.5(b). Thus, 𝑁 (𝑋) is constrained in this case by Lemma 5.3. Hence,

 is of characteristic 𝑝-type if and only if 𝑁 (𝑍) is constrained. (5.3)

By Lemma 5.5(e), if 𝑒 ⊆ , then𝑁 (𝑍) has no essential subgroups. By the Alperin–Goldschmidt
Fusion Theorem [2, I.3.5], each morphism in 𝑁 (𝑍) extends in this case to 𝑆, and hence 𝑆 is
normal in 𝑁 (𝑍). So,

if  𝑒 ⊆ , then 𝑁 (𝑍) is constrained. (5.4)

In particular, the first part of (a) holds.
Case:  occurs in (a)(i), (a)(iv), or (b) of [42, Theorem 2.8]. We have  𝑒 ⊆  precisely in

these cases. So,  is of characteristic 𝑝-type by (5.4). This completes the proof of (a).
Case:  occurs in (a)(ii). Here, 𝑚 ≡ −1 (mod 𝑝 − 1), Im(𝜇) = Δ, and  𝑒 = 0 ∪∗. By

assumption  is exotic, so as  is the fusion system of 3𝐷4(𝑞) when 𝑝 = 3, we have 𝑝 ⩾ 5.
By Lemma 5.5(e), the set of𝑁 (𝑍)-essential subgroups is  𝑒 ∩  = 0. A straightforward argu-

ment shows now that the elements of 0 are also essential in  = 𝐶 (𝑍), and their images in 𝑆
are essential in  . Thus, ̄0 ⊆ ̄𝑒, where ̄0 = {𝑃̄ ∣ 𝑃 ∈ 0}.
Subcase:𝑚 ⩾ 4. By (5.1), it is sufficient to show that  is simple, exotic and occurs in case (a)(iv)

of Oliver’s classification. As 𝑆̄ has order 𝑝𝑚, we know that 𝐴̄ is the unique abelian subgroup of 𝑆̄
of index 𝑝 by [42, Lemma 1.9]. As 𝐴 is not  -essential, it follows from the Alperin–Goldschmidt
Fusion Theorem that every element of Aut (𝐴) extends to an  -automorphism of 𝑆. From this
one sees that 𝐴 is not radical and thus not essential in  .
We will prove first that ̄ is reduced. As 𝑂𝑝(̄) is contained in every ̄-essential subgroup, we

have 𝑂𝑝(̄) ⩽
⋂

̄0 = 𝑍(𝑆̄). By Lemma 5.5(c), 𝑍2 is not Aut (𝑃)-invariant for any 𝑃 ∈ 0, and
hence 𝑍̄2 = 𝑍(𝑆̄) is not Aut̄ (𝑃̄)-invariant for any 𝑃̄ ∈ ̄0. So, 𝑂𝑝(̄) = 1.
We next show that𝑂𝑝(̄) = ̄ . By [42, Proposition 1.3(c,d)], the focal subgroup of ̄ is generated

by [𝑃̄, Aut̄ (𝑃̄)] for 𝑃̄ ∈ ̄0 ∪ {𝑆̄}, and 𝑂𝑝(̄) = ̄ if and only if 𝔣𝔬𝔠(̄) = 𝑆̄. As 𝑃̄ is a natural mod-
ule for 𝑂𝑝′(Aut̄ (𝑃̄)) ≅ 𝑆𝐿2(𝑝) for each 𝑃̄ ∈ ̄0 (Lemma 5.5(c)), the focal subgroup of ̄ contains⟨̄0⟩ = 𝐴̄0⟨𝑥̄⟩. Thus, 𝔣𝔬𝔠(̄) = 𝑆̄ if 𝑎̄ ∈ [𝑆̄, Aut̄ (𝑆̄)]. By (5.2), Im(𝜇̄ ) = Δ−1. Further, if 𝛼̄ is an ̄-
automorphism of 𝑆̄ with 𝜇̄ (𝛼̄) = (𝑟, 𝑟−1), then for the class 𝑡 ∈ (ℤ∕𝑝ℤ)× with (𝑎̄𝐴̄0)

𝛼̄ = 𝑎̄𝑡𝐴̄0,
we have 𝑟−1 = 𝑡𝑟𝑚−2 by [42, Lemma 2.6(a)], and hence 𝑡 = 𝑟−(𝑚−1). As 𝑚 + 1 ≡ 0 (mod 𝑝 − 1)

and 𝑝 ⩾ 5, we have −(𝑚 − 1) ≢ 0 (mod 𝑝 − 1). So Aut̄ (𝑆̄) acts nontrivially on 𝐴̄∕𝐴̄0. Hence,
𝔣𝔬𝔠(̄) = 𝑆̄ and  = 𝑂𝑝().
We next show that 𝑂𝑝′(̄) = ̄ using [42, Lemma 1.4]. Set 𝑃̄ = 𝑍(𝑆̄)⟨𝑥̄⟩ = 𝑍̄2⟨𝑥̄⟩ ∈ ̄0, and let

𝛼̄ be an ̄-automorphism of 𝑆̄. Recall that 𝑥 was chosen such that 𝐴0⟨𝑥⟩ is Aut (𝑆)-invariant.
Moreover, isAut (𝑆)-invariant and0 consists of the elements of that lie in𝐴0⟨𝑥⟩. Hence,0

isAut (𝑆)-invariant and so 𝛼̄ preserves the 𝑆̄-class ̄0 under conjugation. Thus, upon adjusting 𝛼̄
by an inner automorphism of 𝑆̄ (which does not change the image of 𝛼̄ under 𝜇̄ ), we can assume
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 77

that 𝛼̄ normalizes 𝑃̄. The restriction of 𝛼̄ to 𝑃̄ acts via an element of 𝑆𝐿2(𝑝) on 𝑃̄ because Im(𝜇̄ ) =
Δ−1, and so this restriction is contained in 𝑂𝑝′(Aut̄ (𝑃̄)). Thus, 𝑂𝑝′(̄) = ̄ by [42, Lemma 1.4].
Thus, ̄ is reduced. Step 1 of the proof of [42, Theorem 2.8] then shows that ̄ is the unique

reduced fusion system with the given data, and then Step 2 shows that ̄ is simple. So, ̄ is exotic
and occurs in case (a)(iv) of Oliver’s classification, as𝑚 − 1 ≡ −2 ≢ 0, −1 (mod 𝑝 − 1).
Subcase:𝑚 = 3. As𝑚 ≡ −1 (mod 𝑝 − 1), we have 𝑝 = 5. So, 𝑆̄ is extraspecial of order 53 and

exponent 5. We saw above that 𝑁 (𝑍)
𝑒 = 0, which is of size 1 in this case. That is 𝑍2⟨𝑥⟩ is the

unique essential subgroup of 𝑁 (𝑍), which is therefore invariant under Aut (𝑆) = Aut𝑁 (𝑍)
(𝑆).

By the Alperin–Goldschmidt Fusion Theorem, this subgroup is normal 𝑁 (𝑍) and so 𝑍(𝑆)⟨𝑥⟩
is normal in 𝑁 (𝑍)∕𝑍. This implies that 𝑁 (𝑍) and 𝑁 (𝑍)∕𝑍 are constrained. In particular, 
is of characteristic 5-type by (5.3). As Im(𝜇𝑁 (𝑍)

) = Im(𝜇) = Δ, it follows from Lemma 5.6 that
Im(𝜇𝑁 (𝑍)∕𝑍

) = Δ. Using this and Lemma 5.5(c), one sees that 𝑁 (𝑍)∕𝑍 is indeed isomorphic to
the fusion system of 52𝐺𝐿2(5). This completes the proof of (b).
Case:  occurs in (a)(iii). Then 𝑚 ≡ 0 (mod 𝑝 − 1),  𝑒 = 0 ∪ ∗, and Im(𝜇) = Δ. Again,

by (5.1), it is sufficient to show that  is simple, exotic and occurs in case (a)(i) of Oliver’s classi-
fication. Similarly as in the previous case, by Lemma 5.5(e), the set of 𝑁 (𝑍)-essential subgroups
is  𝑒 ∩  = ∗ and ̄∗ = {𝑃̄ ∣ 𝑃 ∈ ∗} ⊆ 

𝑒
.

As 𝑚 ⩾ 3, we have 𝑝 ⩾ 5, and hence in fact 𝑚 ⩾ 4. In particular, 𝐴̄ is the unique abelian sub-
group of 𝑆̄. Moreover, 𝐴̄ is not essential in ̄ , and 𝑂𝑝(̄) = 1 by a similar argument as in the
previous case. Also as the previous case, the focal subgroup of ̄ contains ⟨̄∗⟩, which this time is
equal to 𝑆̄. So, 𝑂𝑝(̄) = ̄ .
Notice that 𝑚 ≡ 0 (mod 𝑝 − 1) implies Δ0 = Δ𝑚 and thus Im(𝜇 ) = Δ𝑚 by (5.2). It follows

therefore from [42, Lemma 2.6(b)] that𝑖 isAut (𝑆)-invariant for 𝑖 = 1, 2, … , 𝑝 − 1. Hence, argu-
ing as in the previous step (but with some 𝑖 instead of 0), one sees that 𝑂𝑝′(̄) = ̄ . Hence, ̄
is reduced.
It follows now from Steps 1 and 2 of the proof of [42, Theorem 2.8] that  is simple and

uniquely determined. As every essential subgroup of  has order 𝑝2 and |𝑆̄∕𝑍(𝑆̄)| = 𝑝𝑚−1 where
𝑚 − 1 ≡ −1 (mod 𝑝 − 1), it followsmoreover that ̄ occurs in case (a)(i) of Oliver’s classification.
In particular, ̄ is exotic. This completes the proof of (c) and thus the proof of the proposition. □

5.3 The Clelland–Parker systems

Wenowdescribe the fusion systems constructed byClelland andParker in [17]. Throughout,we fix
a power 𝑞 of the odd prime 𝑝, a natural number 𝑛 ⩽ 𝑝 − 1, and we set 𝑘 ∶= 𝔽𝑞. Let 𝐴 ∶= 𝐴(𝑛, 𝑘)

be the (𝑛 + 1)-dimensional space of homogeneous polynomials of degree 𝑛 in two variables with
coefficients in 𝑘. The group𝐷 ∶= 𝑘× × 𝐺𝐿2(𝑘) acts on𝐴 via 𝑓(𝑥, 𝑦) ⋅ (𝜆, [ 𝑎 𝑏

𝑐 𝑑 ]) = 𝜆𝑓(𝑎𝑥 + 𝑏, 𝑐𝑦 +

𝑑). The subgroup 𝑆𝐿2(𝑘) of𝐷 acts irreducibly on𝐴. Write 𝐺 for the semidirect product𝐷𝐴. Let𝑈
be a Sylow 𝑝-subgroup of 𝐷 and let 𝑆 ∶= 𝑆(𝑛, 𝑘) ∶= 𝑈𝐴 be the semidirect product of 𝐴 by 𝑈.
The center 𝑍 ∶= 𝑍(𝑆) is a 1-dimensional 𝑘-subspace of𝐴 and by [17, Lemma 4.2(iii)], we have

𝐶𝐴(𝑋) = 𝑍(𝑆) for each subgroup 𝑋 not contained in 𝐴. (5.5)

The second center𝑍2(𝑆) is a 2-dimension 𝑘-subspace of𝐴. Let𝑅 = 𝑍𝑈 and𝑄 = 𝑍2(𝑆)𝑈. Then𝑅 ≅

𝑞2 and 𝑄 is special of shape 𝑞1+2. Let𝐻𝑅 be the stabilizer in 𝐺𝐿3(𝑘) of a 1-dimensional subspace,
and identify its unipotent radical with 𝑅. Let 𝐻𝑄 be the stabilizer in 𝐺𝑆𝑝4(𝑘) of a 1-dimensional
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78 HENKE et al.

subspace and identify the corresponding unipotent radical with 𝑄. It is shown in [17] that 𝑁𝐺(𝑅)

is isomorphic to a Borel subgroup 𝐺𝐿3(𝑘), and that 𝑁𝐺(𝑄) is isomorphic to a Borel subgroup of
𝐺𝑆𝑝4(𝑘). This allows to form the free amalgamated products

𝐹(1, 𝑛, 𝑘, 𝑅) ∶= 𝐺 ∗𝑁𝐺(𝑅)
𝐻𝑅

and

𝐹(1, 𝑛, 𝑘, 𝑄) ∶= 𝐺 ∗𝑁𝐺(𝑄)
𝐻𝑄.

Set

(1, 𝑛, 𝑘, 𝑅) ∶= 𝑆(𝐹(1, 𝑛, 𝑘, 𝑅))

and

(1, 𝑛, 𝑘, 𝑄) ∶= 𝑆(𝐹(1, 𝑛, 𝑘, 𝑄)).

More generally, for each 𝑋 ∈ {𝑅, 𝑄} and each divisor 𝑟 of 𝑞 − 1, subgroup 𝐹(𝑟, 𝑛, 𝑘, 𝑋) of
𝐹(1, 𝑛, 𝑘, 𝑋) of index 𝑟, which contains 𝑂𝑝′(𝐺) and 𝑂𝑝′(𝐻𝑋). They set then

(𝑟, 𝑛, 𝑘, 𝑋) = 𝑆(𝐹(𝑟, 𝑛, 𝑘, 𝑋)).

As they show, distinct fusion systems are only obtained for distinct divisors 𝑟 of (𝑛 + 2, 𝑞 − 1)when
𝑋 = 𝑅, and for distinct divisors 𝑟 of (𝑛, 𝑞 − 1) when 𝑋 = 𝑄. By [17, Theorem 4.9], for all 𝑛 ⩾ 1

and each divisor 𝑟 of (𝑛 + 2, 𝑞 − 1), (𝑟, 𝑛, 𝑘, 𝑅) is saturated. Similarly, (𝑟, 𝑛, 𝑘, 𝑄) is saturated
for each 𝑛 ⩾ 2 and each divisor 𝑟 of (𝑛, 𝑞 − 1). It is determined in [17, Theorems 5.1 and 5.2 and
Lemma 5.3] which of these fusion systems are exotic. It turns out that (𝑟, 𝑛, 𝑘, 𝑅) is exotic if and
only if either 𝑛 > 2 or 𝑛 = 2 and 𝑞 ∉ {3, 5}. Furthermore, (𝑟, 𝑛, 𝑘, 𝑄) is exotic if and only if 𝑛 ⩾ 3,
in which case 𝑝 ≠ 3 as 𝑛 ⩽ 𝑝 − 1.
For the remainder of this subsection, except in Lemma 5.10, we use the notation

introduced above.
For the problems we will consider here, we will sometimes be able to reduce to the case 𝑟 = 1

using the following lemma.

Lemma 5.8. For any divisor 𝑟 of 𝑞 − 1, the fusion system (𝑟, 𝑛, 𝑘, 𝑅) is a normal subsystem
of (1, 𝑛, 𝑘, 𝑅) of index prime to 𝑝, and the fusion system (𝑟, 𝑛, 𝑘, 𝑄) is a normal subsystem of
(1, 𝑛, 𝑘, 𝑄) of index prime to 𝑝.

Proof. For 𝑋 ∈ {𝑅, 𝑄}, the fusion systems (𝑟, 𝑛, 𝑘, 𝑋) and (1, 𝑛, 𝑘, 𝑋) are both saturated by the
results cited above, As 𝐹(𝑟, 𝑛, 𝑘, 𝑋) is a normal subgroup of 𝐹(1, 𝑛, 𝑘, 𝑋), it is easy to check that
(𝑟, 𝑛, 𝑘, 𝑋) is (1, 𝑛, 𝑘, 𝑋)-invariant. As both (1, 𝑛, 𝑘, 𝑋) and (𝑟, 𝑛, 𝑘, 𝑋) are fusion systems
over 𝑆, the claim follows. □

Proposition 5.9. (𝑟, 𝑛, 𝑘, 𝑅) is of characteristic 𝑝-type for all 1 ⩽ 𝑛 ⩽ 𝑝 − 1 and for all divisors 𝑟
of (𝑛 + 2, 𝑞 − 1).
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 79

Proof. Fix 1 ⩽ 𝑛 ⩽ 𝑝 − 1 and a divisor 𝑟 of (𝑛 + 2, 𝑞 − 1). Set  = (1, 𝑛, 𝑘, 𝑅). By Lemma 5.8,
(𝑟, 𝑛, 𝑘, 𝑅) is a normal subsystem of  of index prime to 𝑝. So, by [28, Proposition 2(c)], it suf-
fices to show that  is of characteristic 𝑝-type. By [17, Lemma 5.3(i,ii)],  is of realizable and of
characteristic 𝑝-type when 𝑛 = 1, so we may and do assume 𝑛 ⩾ 2.
Using the notation above, set 1 = 𝑆(𝐺), 𝑆2 = 𝑁𝑆(𝑅), and 2 = 𝑆2(𝐻𝑅). The fusion system

 is generated by 1 and 2 by [17, Theorem 3.1], and so as 1 and 2 are both constrained
with 𝑂𝑝(1) = 𝐴 and 𝑂𝑝(2) = 𝑅, it follows that  is in turn generated by Aut1 (𝐴), Aut1 (𝑆),
Aut2 (𝑅), and Aut2 (𝑆2). However, the last automorphism group is redundant, as 𝑁𝐻𝑅

(𝑆2) =

𝑁𝐺(𝑅) induces fusion in 1. Hence,

 = ⟨Aut1 (𝑆), Aut1 (𝐴), Aut2 (𝑅)⟩. (5.6)

Observe also that the following property is a direct consequence of (5.5):

If 𝑋 ⩽ 𝑆 with 𝑋  𝑍, then either 𝑋 ⩽ 𝐴 and 𝐶𝑆(𝑋) = 𝐴, or |𝐶𝑆(𝑋)| ⩽ 𝑞2. (5.7)

We cannow show that is of characteristic𝑝-type. Let first𝑋 ∈ 𝑓 such that𝑋  𝑍.We show that
𝑁 (𝑋) is constrained. If 𝑋 is not  -conjugate into 𝐴 or into 𝑅, then every morphism in 𝑁 (𝑋)

extends by (5.6) to an automorphism of 𝑆. So, 𝑁 (𝑋) = 𝑁𝑁 (𝑆)
(𝑋). As 𝑁 (𝑆) is constrained, it

follows thus from [28, Lemma 2.11] that𝑁 (𝑋) is constrained. So, wemay assume that there exists
an  -conjugate 𝑌 of 𝑋 with 𝑌 ⩽ 𝐴 or 𝑌 ⩽ 𝑅. We will show that 𝐶𝑆(𝑋) is abelian so that 𝑁 (𝑋)

is constrained by Lemma 5.3. Note that |𝐶𝑆(𝑋)| ⩾ |𝐶𝑆(𝑌)| as 𝑋 is fully normalized and thus fully
centralized in  . As 𝑋 is not contained in 𝑍 = 𝑍(𝑆), we have in particular 𝑌  𝑍. If 𝑌 ⩽ 𝐴, then
𝐴 ⩽ 𝐶𝑆(𝑌) and, as 𝑋 is fully centralized and 𝑛 ⩾ 2, |𝐶𝑆(𝑋)| ⩾ |𝐶𝑆(𝑌)| ⩾ |𝐴| > 𝑞2. So, by (5.7),
𝐶𝑆(𝑋) = 𝐴 is abelian. Similarly, by (5.7), if𝑋 ⩽ 𝐴 then𝐶𝑆(𝑋) = 𝐴 is abelian. Thus,wemay assume
𝑌 ⩽ 𝑅 and 𝑋  𝐴. Then 𝑅 ⩽ 𝐶𝑆(𝑌) and (5.7) implies 𝑞2 ⩾ |𝐶𝑆(𝑋)| ⩾ |𝐶𝑆(𝑌)| ⩾ |𝑅| = 𝑞2. So, the
inequalities are equalities, 𝐶𝑆(𝑌) = 𝑅 and |𝐶𝑆(𝑋)| = 𝑞2. By the extension axiom, there exists 𝜑 ∈

Hom (𝐶𝑆(𝑌), 𝐶𝑆(𝑋)). So, it follows that 𝐶𝑆(𝑋) ∈ 𝑅 is abelian. This completes the proof that
𝑁 (𝑋) is constrained for every 𝑋 ∈ 𝑓 with 𝑋  𝑍.
Let now 1 ≠ 𝑋 ⩽ 𝑍. It remains to show that 𝑁 (𝑋) is constrained. If 𝑁 (𝑋) ⊆ 𝑁 (𝑆), then

again by [28, Lemma 2.11], 𝑁 (𝑋) = 𝑁𝑁 (𝑆)
(𝑋) is constrained because 𝑁 (𝑆) is constrained.

We will finish the proof by showing that indeed 𝑁 (𝑋) ⊆ 𝑁 (𝑆). Assume by contradiction that
𝑁 (𝑋) ⊈ 𝑁 (𝑆). Then there exists an essential subgroup 𝐸 of𝑁 (𝑋). Observe that 𝑍 < 𝐸, as 𝐸 is
𝑁 (𝑋)-centric. As Aut𝑆(𝐸) is not normal in Aut𝑁 (𝑍)

(𝐸), there exists an element of Aut𝑁 (𝑍)
(𝐸)

that does not extend to an  -automorphism of 𝑆. So, by (5.6), 𝐸 is  -conjugate into 𝐴 or into 𝑅.
Assume first that there exists an  -conjugate 𝐸 of 𝐸 such that 𝐸 ⩽ 𝐴. Property (5.5) yields that
𝑅 ∩ 𝐴 = 𝑍. So 𝐸 is conjugate to 𝐸 ⩽ 𝐴 via an element of Aut1 (𝑆) by (5.6). Thus, as 𝐶𝑆(𝐸) ⩽ 𝐸,
we have 𝐴 ⩽ 𝐶𝑆(𝐸) ⩽ 𝐸. Hence, 𝐴 = 𝐸 by (5.7). As 𝐴 is Aut1 (𝑆)-invariant, it follows 𝐸 = 𝐴.
Looking at the structure of 𝐺, we observe now that 𝑁𝐺(𝑋) = 𝑁𝐺(𝑆) and so Aut𝑆(𝐴) is normal in
Aut𝑁 (𝑋)

(𝐴) = 𝑁Aut (𝐴)
(𝑋) = 𝑁Aut1 (𝐴)

(𝑋). Hence, 𝐴 cannot be essential in𝑁 (𝑋) and we have
derived a contradiction. Thus, 𝐸 is not  -conjugate into 𝐴. Therefore, again by (5.6), 𝐸 is conju-
gate into 𝑅 under an element of Aut1 (𝑆). Let 𝛼 ∈ Aut1 (𝑆) such that 𝐸

𝛼 ⩽ 𝑅. As 𝐶𝑆(𝐸) ⩽ 𝐸, we
have then 𝐶𝑆(𝐸𝛼) ⩽ 𝐸𝛼. As 𝑅 is abelian, it follows 𝐸𝛼 = 𝑅. Thus, we have

Aut𝑁 (𝑋)
(𝐸)𝛼 = 𝑁Aut (𝐸)

(𝑋)𝛼 = 𝑁Aut (𝑅)
(𝑋𝛼).
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80 HENKE et al.

As 1 ≠ 𝑋𝛼 ⩽ 𝑍𝛼 = 𝑍 ⩽ 𝑅 andAut (𝑅) = Aut2 (𝑅) acts𝑘-linearly on𝑅,𝑁Aut (𝑅)
(𝑋𝛼)has a normal

Sylow 𝑝-subgroup. Thus, Aut𝑁 (𝑋)
(𝐸) ≅ 𝑁Aut (𝑅)

(𝑋𝛼) has a normal Sylow 𝑝-subgroup, contra-
dicting the fact that 𝐸 is essential in 𝑁 (𝑋). This final contradiction shows that 𝑁 (𝑋) ⊆ 𝑁 (𝑆)

is constrained. This completes the proof of the assertion. □

Our next goal will be to show that  ∶= (𝑟, 𝑛, 𝑘, 𝑄) does not have a punctured group for 𝑛 ⩾ 3

(i.e., in the case that  is exotic). For that we prove that, using the notation introduced at the
beginning of this subsection,𝑁 (𝑍)∕𝑍 is exotic. The structure of𝑁 (𝑍)∕𝑍 resembles the structure
of (𝑟, 𝑛 − 1, 𝑘, 𝑅) except that the elementary abelian normal subgroup of index 𝑞 is not essential.
Indeed, it will turn out that the problemof showing that𝑁 (𝑍)∕𝑍 is exotic reduces to the situation
treated in the following lemma, whose proof of part (c) depends on the classification of finite
simple groups.

Lemma 5.10. Fix a power 𝑞 of 𝑝 as before. Let 𝑆 be an arbitrary 𝑝-group such that 𝑆 = 𝑈 ⋉ 𝐴 splits
as a semidirect product of an elementary abelian subgroup 𝐴 with an elementary abelian subgroup
𝑈. Assume |𝑈| = 𝑞, and |𝐴| = 𝑞𝑛 for some 3 ⩽ 𝑛 ⩽ 𝑝 − 1. Set 𝑃 ∶= 𝑍(𝑆)𝑈, 𝑇 ∶= [𝑆, 𝑆]𝑈, and let
 be a saturated fusion system over 𝑆. Assume the following conditions hold.

(i) 𝑍(𝑆) has order 𝑞, [𝑆, 𝑆]  𝑍(𝑆), and 𝑍(𝑆) = 𝐶𝐴(𝑢) for every 1 ≠ 𝑢 ∈ 𝑈.
(ii) 𝑂𝑝′(Aut (𝑃)) ≅ SL2(𝑞) and 𝑃 is a natural SL2(𝑞)-module for 𝑂𝑝′(Aut (𝑃)).
(iii)  is generated by Aut (𝑃) and Aut (𝑆).
(iv) Aut (𝑆) acts irreducibly on 𝐴∕[𝑆, 𝑆], |𝐴∕[𝑆, 𝑆]| ⩾ 𝑞.
(v) there is a complement to Inn(𝑆) in Aut (𝑆) that normalizes𝑈.

Then the following hold.

(a) The nontrivial strongly closed subgroups of  are precisely 𝑆 and 𝑇.
(b) Neither 𝑆 nor 𝑇 can be written as the direct product of two nontrivial subgroups.
(c)  is exotic.

Proof. Observe first that (iii) implies that 𝑃 is fully normalized. In particular, Aut𝑆(𝑃) ∈
Syl𝑝(Aut (𝑃)). As 𝑍 ∶= 𝑍(𝑆) has order 𝑞, it follows from (ii) that 𝑍(𝑆) = 𝐶𝑃(𝑁𝑆(𝑃)) =

[𝑃,𝑁𝑆(𝑃)] ⩽ [𝑆, 𝑆]. In particular, 𝑃 ⩽ 𝑇. We note also that 𝐶𝑆(𝑃) = 𝑃 as 𝐶𝐴(𝑈) = 𝑍(𝑆) by (i).

(a) We argue first that 𝑇 is strongly closed. Observe that 𝑇 is normal in 𝑆, as 𝑇 contains [𝑆, 𝑆].
As [𝑆, 𝑆] is characteristic in 𝑆, it follows thus from (v) that 𝑇 is Aut (𝑆)-invariant. Thus, as
𝑃 ⩽ 𝑇, (iii) implies that 𝑇 is strongly closed in  . Let now 𝑆0 be a nontrivial proper subgroup
of 𝑆 strongly closed in  . As 𝑆0 is normal in 𝑆, it follows 1 ≠ 𝑆0 ∩ 𝑍(𝑆) ⩽ 𝑃. By (ii), Aut (𝑃)
acts irreducibly on 𝑃. So, 𝑃 ⩽ 𝑆0. Hence, [𝑆, 𝑆] = [𝐴,𝑈] ⩽ [𝑆, 𝑃] ⩽ [𝑆, 𝑆0] ⩽ 𝑆0 and thus 𝑇 =

[𝑆, 𝑆]𝑈 = [𝑆, 𝑆]𝑃 ⩽ 𝑆0. Suppose 𝑇 < 𝑆0. As 𝑈 ⩽ 𝑆0 ⩽ 𝑆 = 𝐴𝑈, we have 𝑆0 = (𝑆0 ∩ 𝐴)𝑈 and
thus [𝑆, 𝑆] < 𝑆0 ∩ 𝐴 < 𝐴. So Aut (𝑆) does not act irreducibly on 𝐴∕[𝑆, 𝑆], contradicting (iv).
This shows (a).

(b) Let 𝑆∗ ∈ {𝑆, 𝑇} and assume by contradiction that 𝑆∗ = 𝑆1 × 𝑆2 where 𝑆1 and 𝑆2 are nontriv-
ial subgroups of 𝑆∗. Notice that in either case 𝑍 = 𝑍(𝑆∗) by (i). Moreover, again using (i),
we note that [𝑆1, 𝑆1] × [𝑆2, 𝑆2] = [𝑆, 𝑆]  𝑍 = 𝑍(𝑆). So, there exists in either case 𝑖 ∈ {1, 2}

with [𝑆𝑖, 𝑆𝑖]  𝑍 and thus 𝑆𝑖 ∩ 𝐴  𝑍. We assume without loss of generality that 𝑆1 ∩ 𝐴 

𝑍. Setting 𝑆∗ = 𝑆∗∕𝑍, we note that 𝑆1 ∩ 𝐴 is a nontrivial normal subgroup of 𝑆∗, and
intersects thus nontrivially with 𝑍 = 𝑍(𝑆∗). Hence, ((𝑆1 ∩ 𝐴)𝑍) ∩ 𝑍2(𝑆∗)  𝑍 and so 𝑆1 ∩
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 81

𝐴 ∩ 𝑍2(𝑆
∗)  𝑍. Choosing 𝑠 ∈ (𝑆1 ∩ 𝐴 ∩ 𝑍2(𝑆

∗))∖𝑍, we have 𝑠 ∈ 𝑁𝑆(𝑃)∖𝑃 as 𝐴 ∩ 𝑃 = 𝑍 and
[𝑠, 𝑃] ⩽ [𝑍2(𝑆

∗), 𝑃] ⩽ 𝑍 ⩽ 𝑃. Using (ii) and 𝐶𝑆(𝑃) ⩽ 𝑃, it follows 𝑍 = [𝑃, 𝑠]. So, 𝑍 = [𝑃, 𝑠] ⩽

[𝑃, 𝑆1] ⩽ 𝑆1 as 𝑃 ⩽ 𝑆∗ and 𝑆1 is normal in 𝑆∗. As 𝑆2 is a nontrivial normal subgroup of 𝑆∗,
we have 𝑆2 ∩ 𝑍 = 𝑆2 ∩ 𝑍(𝑆

∗) ≠ 1. This contradicts 𝑆1 ∩ 𝑆2 = 1. Thus, we have shown that 𝑆∗
cannot be written as a direct product of two nontrivial subgroups, that is, property (b) holds.

(c) Part (c) follows now using the classification of finite simple groups. Most notably, we use
knowledge of the automorphism groups of finite simple groups, Oliver’s work on fusion sys-
tems over 𝑝-groups with an abelian subgroup of index 𝑝 [42], and the work of Flores–Foote
[22] determining the simple groups having a Sylow 𝑝-subgroup with a proper nontrivial
strongly closed subgroup. To argue in detail, assume that  is realizable. By (b), neither 𝑆
nor 𝑇 can be written as a direct product of two nontrivial subgroups. By (a), 𝑆 and 𝑇 are the
only nontrivial strongly closed subgroups. The subgroup 𝑇 is  -centric because 𝑇 is strongly
closed and𝑃 ⩽ 𝑇 is self-centralizing in𝑆. Clearly,𝑆 is -centric. So, as is realizable, it follows
from [19, Proposition 2.19] that  = 𝑆(𝐺) for some almost simple group𝐺 with 𝑆 ∈ Syl𝑝(𝐺).
Set

𝐺1 ∶= 𝐹∗(𝐺) and 1 ∶= 𝑆∩𝐺1(𝐺1).

If 𝑆 ⩽ 𝐺1, then note that 𝑇 is a proper subgroup of 𝑆 that is strongly closed in 𝑆 with respect
to 𝐺 and thus with respect to 𝐺1. Hence, it follows work of Flores–Foote [22] that 𝑝 = |𝑇| =
3, which contradicts our assumption. (We refer the reader to [2, Theorem II.12.12], which
summarizes for us the relevant part of the work of Flores–Foote.) Hence, 𝑆 ≠ 𝑆 ∩ 𝐺1. As 𝑆 ∩
𝐺1 is strongly closed in  , it follows thus from (a) that

𝑆 ∩ 𝐺1 = 𝑇,

that is,1 is a fusion system over 𝑇. In particular, as 𝑇 < 𝑆, the prime 𝑝 divides𝐺∕𝐺1 and thus
the outer automorphism group of the simple group𝐺1. As 𝑝 ⩾ 5, it follows that𝐺1 is not alter-
nating or a sporadic simple group. Hence, by the classification of finite simple groups,𝐺1 is of
Lie type. We identify 𝐺 now in the natural way with a subgroup of Aut(𝐺1); in particular, we
identify𝐺1 with Inn(𝐺1). Write𝐷 for the subgroup ofAut(𝐺1) generated by 𝐺1 and the diago-
nal automorphisms of𝐺1, and let 𝐸 be the subgroup ofAut(𝐺1) generated by𝐷 and the group
of field automorphisms of 𝐺1 with respect to some fixed maximal torus and root structure. By
[26, Theorem 2.5.12], 𝐷 and 𝐸 are normal in Aut(𝐺1), |Aut(𝐺1) ∶ 𝐸| is not divisible by 𝑝 ⩾ 5,
𝐸∕𝐷 is cyclic, and 𝐷∕𝐺1 is either cyclic or of order 4. In particular, 𝐺0 ∶= 𝑂𝑝′(𝐺) ⩽ 𝐸 ∩ 𝐺,
𝐺0∕𝐷 ∩ 𝐺0 is cyclic, and 𝐷 ∩ 𝐺0∕𝐺1 is cyclic or of order 4.

If 𝑝 divides the order of 𝐺0∕𝐷 ∩ 𝐺0, then this group has a unique subgroup of index 𝑝 whose
preimage is then a normal subgroup of 𝐺 that has index 𝑝 in 𝐺0. Otherwise, 𝐺0 = 𝑂𝑝′(𝐺) ⩽ 𝐷

and 𝑝must divide the order of 𝐺0∕𝐺1 ⩽ 𝐷∕𝐺1. Thus, in this case 𝐺0∕𝐺1 is cyclic and so there is a
unique subgroup of 𝐺0∕𝐺1 of index 𝑝. So, in either case we find a normal subgroup 𝑁 of 𝐺 that
has index 𝑝 in 𝐺0 = 𝑂𝑝′(𝐺). As 𝑁 ∩ 𝑆 is strongly closed in  = 𝑆(𝐺), it follows now from (a)
that𝑁 ∩ 𝑆 = 𝑇 and 𝑝 = |𝑆∕𝑇|. Using (iv) we see now that 𝑝 = |𝑆∕𝑇| = |𝐴∕[𝑆, 𝑆]| ⩾ 𝑞 and hence
𝑞 = 𝑝. In particular, 𝐴 has index 𝑝 in 𝑆, and similarly, 𝐴0 ∶= [𝑆, 𝑆] is an abelian subgroup of 𝑇 of
index 𝑝.
Assume now first 𝑛 ⩾ 4 and thus |𝐴0| ⩾ 𝑝3. Our goal is to apply [42, Lemma 1.6] with (𝐺1, 𝑇) in

place of (𝐺, 𝑆), so we verify now the hypotheses of this lemma. It follows from the last condition
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82 HENKE et al.

in (i) that any abelian subgroup of 𝑇 is either contained in 𝐴0 = [𝑆, 𝑆] = 𝐴 ∩ 𝑇 or has order at
most 𝑝2. Hence,𝐴0 is the unique abelian subgroup of 𝑇 of index 𝑝. Moreover, by (i), 𝑍(𝑇) = 𝑍 has
order 𝑝 and |[𝑇, 𝑇]| = |[𝐴0,𝑈]| = |𝐴0∕𝐶𝐴0(𝑈)| = |𝐴0∕𝑍|. This implies that [𝑇, 𝑇] has index 𝑝 in
𝐴0 and thus index 𝑝2 in 𝑇. As |𝐴0| ⩾ 𝑝3 > |𝑃|, it follows from (iii) that every  -automorphism of
𝐴0 lifts to an -automorphism of 𝑆. In particular,Aut𝑇(𝐴0) is normal inAut (𝐴0) and thus also in
Aut1 (𝐴0). Therefore,𝐴0 is not essential in 1. Now [42, Lemma 1.6] implies 𝑝 = 3, contradicting
our assumption.
We have thus 𝑛 = 3. So, |𝐴0| = 𝑝2 and 𝑇 is extraspecial of order 𝑝3 and exponent 𝑝. In par-

ticular, 𝑃 is normal in 𝑇 and so (ii) together with 𝐶𝑆(𝑃) ⩽ 𝑃 implies 𝑇 = 𝑁𝑆(𝑃). As 𝑇 is strongly
 -closed, every  -conjugate of 𝑃 is in 𝑇. If 𝑄 ∈ 𝑃 is fully normalized, then 𝑃 is conjugate to 𝑄
under some element of Hom (𝑁𝑆(𝑃), 𝑆), and thus by (iii) under some element of Aut (𝑆). So,
𝑃 itself is fully normalized and a similar argument yields 𝑃 = 𝑃Aut (𝑆). In particular, for every
𝑃∗ ∈ 𝑃 , the fact that 𝑇 is strongly closed implies that 𝑁𝑆(𝑃

∗) = 𝑇 and so

𝑂𝑝′(Aut (𝑃
∗)) = ⟨Aut𝑇(𝑃∗)Aut (𝑃)⟩ ⩽ Aut1 (𝑃

∗).

In particular, Aut1 (𝑃
∗) is isomorphic to a subgroup of 𝐺𝐿2(𝑝) containing 𝑆𝐿2(𝑝) and has thus a

strongly 𝑝-embedded subgroup. Hence, the elements of 𝑃 are essential and thus centric radical
in 1. As 𝐴0 is normal in 𝑆, it follows moreover that 𝐴0 is not conjugate to 𝑃. As |𝐴0| = |𝑃|,
property (iii) implies thus that every element of Aut (𝐴0) extends to an  -automorphism of
𝑆. In particular, 𝐴0 is not radical in 1. As 𝑇 is extraspecial of order 𝑝3 and exponent 𝑝, 𝑇
has exactly 𝑝 + 1 subgroups of order 𝑝2. Moreover, as 𝑇 = 𝑁𝑆(𝑃) has index 𝑝 in 𝑆, the conju-
gacy class 𝑃𝑆 has 𝑝 elements. This shows that there are exactly 𝑝 subgroups of 𝑇 of order 𝑝2
that are centric and radical in 1, namely the elements of 𝑃𝑆 = 𝑃 . However, by the classifica-
tion of Ruiz and Viruel [48, tables 1.1 and 1.2], there is no saturated fusion system over 𝑇 with
exactly 𝑝 essential subgroups of order 𝑝2. This contradiction completes the proof of (c) and the
lemma. □

Recall that (𝑟, 𝑛, 𝑘, 𝑄) is realizable in the case 𝑛 = 2 and thus has a punctured group. So,
the case 𝑛 ⩾ 3, which we consider in the following proposition, is actually the only interesting
remaining case.

Proposition 5.11. Let 3 ⩽ 𝑛 ⩽ 𝑝 − 1 (and thus 𝑝 ⩾ 5), let 𝑟 be a divisor of (𝑛, 𝑞 − 1), and set  =

(𝑟, 𝑛, 𝑘, 𝑄). Then𝑁 (𝑍) and𝑁 (𝑍)∕𝑍 are exotic. In particular, does not have a punctured group.

Proof. By Lemma 5.1,  does not have a punctured group if 𝑁 (𝑍) is exotic. Moreover, if 𝑁 (𝑍)

is realized by a finite group𝐻, then𝑁 (𝑍) is also realized by𝑁𝐻(𝑍), and 𝑁 (𝑍)∕𝑍 is realized by
𝑁𝐻(𝑍)∕𝑍. So, it is sufficient to show that 𝑁 (𝑍)∕𝑍 is exotic.
Recall from above that 𝑆 = 𝑆(𝑛, 𝑘), 𝐴 = 𝐴(𝑛, 𝑘) and 𝑍 ∶= 𝑍(𝑆). Set 1 = 𝑆(𝐺) and 2 =

𝑆2(𝐻𝑄)with 𝑆2 = 𝑁𝑆(𝑄). Suppose first 𝑟 = 1. Then one argues similarly as in the proof of Propo-
sition 5.9 that  = ⟨Aut1 (𝑆), Aut1 (𝐴), Aut2 (𝑄)⟩. Namely,  is generated by 1 and 2 by [17,
Theorem 3.1], and so as 1 and 2 are both constrained with 𝑂𝑝(1) = 𝐴 and 𝑂𝑝(2) = 𝑄, it fol-
lows that  is in turn generated by Aut1 (𝐴), Aut1 (𝑆), Aut2 (𝑄), and Aut2 (𝑆2). However, the
last automorphism group is redundant, as𝑁𝐻𝑅

(𝑆2) = 𝑁𝐺(𝑄) induces fusion in1. So, indeed =⟨Aut1 (𝑆), Aut1 (𝐴), Aut2 (𝑄)⟩ if 𝑟 = 1. This implies Aut1 (𝑆) = Aut (𝑆), Aut (𝐴) = Aut1 (𝐴)

and (as𝑁𝐺(𝑄) = 𝑁𝐻𝑄
(𝑆2))Aut (𝑄) = Aut2 (𝑄). Moreover, the set of -essential subgroups com-
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 83

prises 𝐴 and all Aut (𝑆)-conjugates of 𝑄. One easily checks that, for any saturated fusion system
, a normal subsystem of  of index prime to 𝑝 has the same essential subgroups as  itself. Note
moreover that, for arbitrary 𝑟,  is a normal subsystem of (1, 𝑛, 𝑘, 𝑄) of index prime to 𝑝 by
Lemma 5.8. Hence, in any case, the  -essential subgroups are 𝐴 and the Aut1 (𝑆)-conjugates of
𝑄. As there is a complement to 𝑆 in𝑁𝐺(𝑆) that normalizes𝑈 and thus𝑄, theAut1 (𝑆)-conjugates
of 𝑄 are precisely the 𝑆-conjugates of 𝑄. So, for arbitrary 𝑟, we have

 = ⟨Aut (𝑆), Aut (𝐴), Aut (𝑄)⟩. (5.8)

Moreover, Aut (𝑆) ⩽ Aut1 (𝑆), Aut (𝐴) ⩽ Aut1 (𝐴), and Aut (𝑄) ⩽ Aut2 (𝑄). Recall also that
𝑂𝑝′(𝐻𝑄) ⩽ 𝐹(𝑟, 𝑛, 𝑘, 𝑄) and thus SL2(𝑞) ≅ 𝑂𝑝′(Aut2 (𝑄)) ⩽ Aut (𝑄).
Note that Aut (𝑄) normalizes 𝑍 and lies thus in 𝑁 (𝑍). We will show next that 𝑁 (𝑍)

is generated by Aut (𝑆) and Aut (𝑄). By the Alperin–Goldschmidt Fusion Theorem, it suf-
fices to show that every essential subgroup of 𝑁 (𝑍) is an Aut (𝑆)-conjugate of 𝑄. So, fix an
essential subgroup 𝐸 of 𝑁 (𝑍) and assume that 𝐸 ∉ 𝑄Aut (𝑆). As 𝐶𝑆(𝐸) ⩽ 𝐸, we have 𝑍 < 𝐸. If
𝐸 ⩽ 𝐴 then 𝐸 = 𝐴. However, Aut (𝐴) ⩽ Aut1 (𝐴) = Aut𝐺(𝐴) and one observes that 𝑆 is nor-
mal in𝑁𝐺(𝑍). So,Aut𝑁 (𝑍)

(𝐴) = 𝑁Aut (𝐴)
(𝑍) has a normal Sylow 𝑝-subgroup, which contradicts

𝐸 being essential. Assume now that 𝐸 ⩽ 𝑄. Suppose first 𝑍 < 𝑍(𝐸). The images of the maxi-
mal abelian subgroups of 𝑄 are precisely the 1-dimensional 𝑘-subspaces of 𝑄∕𝑍. As Aut (𝑄)
fixes 𝑍 and acts transitively on the 1-dimensional 𝑘-subspaces of 𝑄∕𝑍, we see that 𝑍(𝐸) is
conjugate into𝑍2(𝑆) = 𝐴 ∩ 𝑄 under an element ofAut (𝑄). So, replacing𝐸 by a suitableAut (𝑄)-
conjugate, we may assume 𝑍(𝐸) ⩽ 𝐴 ∩ 𝑄. As 𝑍 < 𝑍(𝐸), it follows then from (5.5) that 𝐸 ⩽ 𝐴.
As 𝐶𝑆(𝐸) ⩽ 𝐸 and 𝐴  𝑄, this is a contradiction. So, we have 𝑍 = 𝑍(𝐸). As [𝐸, 𝑄] ⩽ [𝑄,𝑄] ⩽

𝑍, it follows Aut𝑄(𝐸) ⩽ 𝐶 ∶= 𝐶Aut𝑁 (𝑍)(𝐸)
(𝐸∕𝑍(𝐸)) ∩ 𝐶Aut𝑁 (𝑍)(𝐸)

(𝑍(𝐸)). However, 𝐶 is a normal
𝑝-subgroup of Aut𝑁 (𝑍)

(𝐸). Thus, as 𝐸 is radical in 𝑁 (𝑍), we have Aut𝑄(𝐸) ⩽ 𝐶 ⩽ Inn(𝐸).
As 𝐶𝑆(𝐸) ⩽ 𝐸, it follows 𝐸 = 𝑄 contradicting the choice of 𝐸. So, we have shown that 𝐸 lies
neither in 𝐴 nor in 𝑄. As the choice of 𝐸 was arbitrary, this means that 𝐸 is not Aut (𝑆)-
conjugate into 𝐴 or 𝑄. So, by (5.8), every  -automorphism of 𝐸 extends to an  -automorphism
of 𝑆. This implies that Aut𝑆(𝐸) is normal in Aut (𝐸) and thus in Aut𝑁 (𝑍)

(𝐸). Again, this
contradicts 𝐸 being essential. So, we have shown that 𝑁 (𝑍) is generated by Aut (𝑆) and
Aut (𝑄).
Set 𝑆 = 𝑆∕𝑍 and  = 𝑁 (𝑍)∕𝑍. We will check that the hypotheses of Lemma 5.10 are ful-

filled with  , 𝑆, 𝐴, 𝑈 and 𝑄 in place of  , 𝑆, 𝐴, 𝑈 and 𝑃. Part (c) of this lemma will then imply
that 𝑁 (𝑍)∕𝑍 is exotic as required. Notice that |𝑈| = |𝑈| = 𝑞, |𝐴| = 𝑞𝑛+1 and |𝐴| = 𝑞𝑛. As 𝑄 =

𝑍2(𝑆)𝑈, we have𝑄 = 𝑍(𝑆)𝑈. By [17, Lemma4.2(i),(iii)], hypothesis (i) of Lemma 5.10 holds. Recall
that 𝑂𝑝′(Aut𝐻𝑄

(𝑄)) ≅ SL2(𝑞) lies in 𝑁 (𝑍). In particular, hypothesis (ii) in Lemma 5.10 holds
with  and 𝑄 in place of  and 𝑃. As we have shown above that 𝑁 (𝑍) is generated by Aut (𝑆)
and Aut (𝑄), it follows that  fulfills hypothesis (iii) of Lemma 5.10. Observe that there exists
a complement 𝐾 of 𝑆 in 𝑁𝐺(𝑆) that normalizes 𝑈. Then Aut (𝑆) ⩽ Aut𝐺(𝑆) = Inn(𝑆)Aut𝐾(𝑆).
Thus, Aut (𝑆) = Inn(𝑆)(Aut𝐾(𝑆) ∩ Aut (𝑆)) and Aut𝐾(𝑆) ∩ Aut (𝑆) is a complement to Inn(𝑆)
in Aut (𝑆) that normalizes 𝑈. This implies that hypothesis (v) of Lemma 5.10 holds
for  .
It remains to show hypothesis (iv) of Lemma 5.10 for  . Notice that [𝑆, 𝑆] = [𝐴,𝑈] is a proper

𝔽𝑞-subspace of 𝐴 and has thus index at least 𝑞 in 𝐴. So, it remains to show the first condition
in (iv). Equivalently, we need to show that Aut (𝑆) = Aut𝑁 (𝑍)

(𝑆) acts irreducibly on 𝐴∕[𝑆, 𝑆].
For the proof, we use the representations Clelland and Parker give for 𝐺 and 𝐻𝑄, and the way
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84 HENKE et al.

they construct the free amalgamated product; see [17, pp. 293, 296]. Let 𝜉 be a generator of 𝑘×.
We have

g ∶=

⎛⎜⎜⎜⎜⎝
1 0 0 0

0 𝜉−1 0 0

0 0 𝜉 0

0 0 0 1

⎞⎟⎟⎟⎟⎠
∈ 𝑂𝑝′(𝐻𝑄) ⩽ 𝑁𝐹(𝑟,𝑛,𝑘,𝑄)(𝑍).

In the free amalgamated product 𝐹(1, 𝑛, 𝑘, 𝑄), the element g ∈ 𝐻𝑄 is identified with(
1,

(
1 0

0 𝜉

)
, 0𝐴(𝑛,𝑘)

)
∈ 𝑁𝐺(𝑄),

and this element can be seen to act by scalar multiplication with 𝜉𝑛 on 𝑦𝑛 ∈ 𝐴 = 𝐴(𝑛, 𝑘) and
thus on 𝐴∕[𝑆, 𝑆]. As 𝑛 ⩽ 𝑝 − 1 and 𝜉 has order 𝑞 − 1, the action of g on 𝐴(𝑛, 𝑘)∕[𝑆, 𝑆] is
thus irreducible. Hence, the action of Aut (𝑆) on 𝐴∕[𝑆, 𝑆] is irreducible. This shows that the
hypothesis of Lemma 5.10 is fulfilled with  in place of  , and thus  = 𝑁 (𝑍)∕𝑍 is exotic as
required. □

5.4 The Parker–Stroth systems

Let 𝑝 ⩾ 5 be a prime and𝑚 = 𝑝 − 4. Let𝐴 = 𝐴(𝑚, 𝐅𝑝) and𝐷 be as in Subsection 5.3. The Parker–
Stroth systems are fusion systems over the Sylow subgroup 𝑆 of a semidirect product 𝑃 = 𝑄⋊ 𝐷,
where 𝑄 is extraspecial of order 𝑝1+(𝑝−3) and of exponent 𝑝, and where 𝑄∕𝑍(𝑄) ≅ 𝐴 as an 𝐅𝑝𝐷-
module. Then 𝑍 ∶= 𝑍(𝑆) = 𝑍(𝑄) is of order 𝑝, while 𝑍2(𝑆) ⩽ 𝑄 is elementary abelian of order
𝑝2.
It turns out that 𝐶𝐷(𝑄) has order 𝑝 − 1 (cf. [46, Lemma 2.3(i)] where our 𝐷 is called 𝐿) and so

𝑆 can be identified with its image in 𝑃1 ∶= 𝑃∕𝐶𝐷(𝑄). Parker and Stroth find then a subgroup𝑊
of 𝑆 such that𝑊 is elementary abelian of order 𝑝2 and

𝑊  𝑄. (5.9)

We refer to [46, p. 317] for more details on the embedding of 𝑊 in 𝑆, where our 𝑊 is denoted
𝑊0. Choose a finite group 𝐾 with 𝐾 ≅ 𝑝2 ∶ 𝑆𝐿2(𝑝), and let 𝐶 be the normalizer in 𝐾 of a Sylow
𝑝-subgroup of 𝐾 (cf. [46, p. 315]). It turns out that 𝑁𝑃1

(𝑊) can be identified with 𝐶 in such a way
that𝑊 is identified with𝑂𝑝(𝐾) (cf. [46, p. 319]). The exotic Parker–Stroth system  at the prime 𝑝
is then the fusion system over 𝑆 of the free amalgamated product 𝑃1 ∗𝐶 𝐾, where we identify 𝑆 ∈
Syl𝑝(𝑃) with its image in 𝑃1 as before. Identifying further 𝑁𝑃1

(𝑊) with 𝐶 (and thus 𝑁𝑆(𝑊) with
a Sylow 𝑝-subgroup of 𝐾), it is shown in [46, Lemma 3.1] that  is generated by 𝑆(𝑃1) = 𝑆(𝑃)

and 𝑁𝑆(𝑊)(𝐾). Here Aut𝐾(𝑁𝑆(𝑊)) = Aut𝐶(𝑁𝑆(𝑊)) = Aut𝑁𝑃(𝑊)(𝑁𝑆(𝑊)) because of the identi-
fication in the free amalgamated product. Note that 𝑆(𝑃) is generated by Aut𝑃(𝑄) and Aut𝑃(𝑆),
and that 𝑁𝑆(𝑊)(𝐾) is generated by Aut𝐾(𝑊) ≅ 𝑆𝐿2(𝑝) and Aut𝐾(𝑁𝑆(𝑊)). Hence, we obtain
that

 = ⟨Aut (𝑄), Aut (𝑆), Aut (𝑊)⟩, (5.10)
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 85

where Aut (𝑄) = Aut𝑃(𝑄), Aut (𝑆) = Aut𝑃(𝑆), and Aut (𝑊) ≅ 𝑆𝐿2(𝑝). In particular, as 𝑄 ⊴ 𝑃,
we have that

𝑄 is Aut (𝑆)-invariant. (5.11)

Proposition 5.12. Each Parker–Stroth system is of characteristic 𝑝-type, and so has a punctured
group in the form of its subcentric linking system.

Proof. We use the notation from above. Let 𝑌 be a subgroup of order 𝑝 in 𝑆 that is fully  -
centralized. We need to show that 𝐶 (𝑌) is constrained. For that purpose fix a subgroup 𝐸 ∈

𝐶 (𝑌)
𝑐𝑟.

Case: 𝑌 ≰ 𝑄. Then 𝐶𝑄∕𝑍(𝑌) is of order 𝑝, so 𝐶𝑄(𝑌) is elementary abelian (of order 𝑝2). Hence,
𝐶𝑆(𝑌) = 𝐶𝑄(𝑌)𝑌 is abelian in this case, and so 𝐶 (𝑌) is constrained.
Case: 𝑌 ⩽ 𝑄 but 𝑌 ≰ 𝑍. Then 𝐶𝑆(𝑌) is abelian when 𝑝 = 5 as then𝑚 = 1 and 𝑌𝑍∕𝑍 is its own

orthogonal complement with respect to the symplectic form on 𝑄∕𝑍. We may therefore assume
𝑝 ⩾ 7.
We consider now the possibilities for 𝐸.
Subcase: 𝐸  𝑄. As 𝐸 ∩ 𝑄 contains 𝑌𝑍(𝑆) ≅ 𝐶𝑝 × 𝐶𝑝, we have then |𝐸| ⩾ 𝑝3 and so 𝐸 is not

 -conjugate into𝑊. Thus, it follows in this case that from (5.10) and (5.11) that 𝐸 is also not  -
conjugate into 𝑄. Hence, again by (5.10), every  -automorphism of 𝐸 extends to an element of
Aut (𝑆). In particular, every element of Aut𝐶 (𝑌)(𝐸) extends to an element of Aut𝐶 (𝑌)(𝐶𝑆(𝑌)).
As 𝐸 ∈ 𝐶 (𝑌)

𝑐𝑟, this implies 𝐸 = 𝐶𝑆(𝑌). It follows from (5.11) that 𝐶𝑄(𝑌) is invariant under
Aut𝐶 (𝑌)(𝐸) = Aut𝐶 (𝑌)(𝐶𝑆(𝑌)).
Subcase: 𝐸 ⩽ 𝑄. As𝑊 ≅ 𝐶𝑝 × 𝐶𝑝 ≅ 𝑍𝑌 ⩽ 𝐸, it follows now from (5.9) and (5.11) that 𝐸 is not⟨Aut (𝑆), Aut (𝑄)⟩-conjugate into𝑊. So, by (5.10), every morphism in a decomposition of 𝛼 ∈

Aut𝐶 (𝑌)(𝐸) lies in Aut (𝑄) or Aut (𝑆). Hence, using again (5.11), we conclude that 𝛼 extends to
𝑄 and thus to an element of Aut𝐶 (𝑌)(𝐶𝑄(𝑌)). So, 𝐶𝑄(𝑌) ⩽ 𝐸 because 𝛼 was chosen arbitrarily
and 𝐸 ∈ 𝐶 (𝑌)

𝑐𝑟. Our assumption yields 𝐸 ⩽ 𝑄 ∩ 𝐶𝑆(𝑌) = 𝐶𝑄(𝑌) and so 𝐸 = 𝐶𝑄(𝑌).
In the case 𝑍 ≠ 𝑌 ⩽ 𝑄, we have thus shown that 𝐶𝑆(𝑌) and 𝐶𝑄(𝑌) are the only candidates for

subgroups that are centric and radical in 𝐶 (𝑌), and that 𝐶𝑄(𝑌) is Aut𝐶 (𝑌)(𝐶𝑆(𝑌))-invariant.
Thus, by Alperin’s Fusion Theorem, 𝐶𝑄(𝑌) is normal in 𝐶 (𝑌). As 𝑝 ⩾ 7 and so𝑚 ⩾ 3, it follows
from the construction of 𝑄 and 𝑃 that 𝐶𝑄(𝑌) ≠ 𝑍2(𝑆) and so 𝐶𝑄(𝑌) is self-centralizing in 𝐶𝑆(𝑌)
(see [46, Lemma 2.2(i) and Lemma 2.3(iii)]). Therefore, 𝐶 (𝑌) is constrained.
Case: 𝑌 = 𝑍. Assume first that 𝐸 is ⟨Aut (𝑆), Aut (𝑄)⟩-conjugate into 𝑊. Note that 𝐸 has

order at least 𝑝2. Hence, 𝐸 is in fact ⟨Aut (𝑆), Aut (𝑄)⟩-conjugate to 𝑊 ≅ 𝐶𝑝 × 𝐶𝑝. We may
therefore assume that 𝐸 = 𝑊. By (5.9) and (5.11),𝑊 is not Aut (𝑆)-conjugate into 𝑄 and so, by
(5.10), every  -conjugate of𝑊 isAut (𝑆)-conjugate to𝑊. In particular,𝑊 is fully  -normalized.
As Aut (𝑊) ≅ 𝑆𝐿2(𝑝), we have Aut𝐶 (𝑍)(𝑊) = 𝐶Aut (𝑊)(𝑍) = 𝑁Aut (𝑊)(Aut𝑆(𝑊)) and hence
every element of Aut𝐶 (𝑍)(𝑊) extends by the saturation axioms to an element of Aut (𝑁𝑆(𝑊)).
As 𝑊  𝑄, it follows from (5.10) and (5.11) that every element of Aut (𝑁𝑆(𝑊)) extends to an
element of Aut (𝑆). This contradicts the assumption that 𝑊 = 𝐸 ∈ 𝐶 (𝑌)

𝑐𝑟 = 𝐶 (𝑍)
𝑐𝑟. So, 𝐸

is not ⟨Aut (𝑆), Aut (𝑄)⟩-conjugate into 𝑊. Using again (5.10) and (5.11), one sees now that
𝛼 ∈ Aut𝐶 (𝑌)(𝐸) extends to an element of Aut (𝑆) if 𝐸  𝑄, and to an element of Aut (𝑄) if
𝐸 ⩽ 𝑄. As 𝐸 ∈ 𝐶 (𝑌)

𝑐𝑟, it follows that 𝐸 ∈ {𝑄, 𝑆}. As 𝐸 was arbitrary, it follows from (5.11) that
𝑄 ⊴ 𝐶 (𝑌) = 𝐶 (𝑍). As 𝐶𝑆(𝑄) ⩽ 𝑄, it follows that 𝐶 (𝑌) is constrained.
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86 HENKE et al.

Thus, in all cases, 𝐶 (𝑌) is constrained. We conclude that the Parker–Stroth systems are of
characteristic 𝑝-type and therefore have a punctured group. □

6 PUNCTURED GROUPS OVER 𝒑𝟏+𝟐
+

The main purpose of this section is to illustrate that there can be several punctured groups asso-
ciated to the same fusion system, and that the nerves of such punctured groups (regarded as
transporter systems) might not be homotopy equivalent to the nerve of the centric linking sys-
tem. Indeed, working in the language of localities, we will see that there can be several punctured
groups extending the centric linking locality. This is the case even though we consider examples
of fusion systems of characteristic 𝑝-type, and so in each case, the subcentric linking locality exists
as the “canonical” punctured group extending the centric linking locality. On the other hand, we
will see that inmany cases, the subcentric linking locality is indeed the only𝑝′-reduced punctured
group over a given fusion system. Thus, “interesting” punctured groups seem still somewhat rare.
More concretely,wewill look at fusion systems over a𝑝-group 𝑆 that is isomorphic to𝑝1+2+ . Here

𝑝1+2+ denotes the extraspecial group of order 𝑝3 and exponent 𝑝 if 𝑝 is an odd prime, and (using
a somewhat nonstandard notation) we write 𝑝1+2+ for the dihedral group of order 8 if 𝑝 = 2. Note
that every subgroup of order at least 𝑝2 is self-centralizing in 𝑆 and thus centric in every fusion
system over 𝑆. Thus, if  is a saturated fusion system over 𝑆 with centric linking locality (, Δ, 𝑆),
we just need to add the cyclic groups of order 𝑝 as objects to obtain a punctured group. We will
again use Chermak’s iterative procedure, which gives a way of expanding a locality by adding
one  -conjugacy class of new objects at the time. If all subgroups of order 𝑝 are  -conjugate, we
thus only need to complete one step to obtain a punctured group. Conversely, we will see in this
situation that a punctured group extending the centric linking locality is uniquely determined
up to a rigid isomorphism by the normalizer of an element of order 𝑝. Therefore, we will restrict
attention to this particular case. More precisely, we will assume the following hypothesis.

Hypothesis 6.1. Assume that 𝑝 is a prime and 𝑆 is a 𝑝-group such that 𝑆 ≅ 𝑝1+2+ (meaning here
𝑆 ≅ 𝐷8 if 𝑝 = 2). Set 𝑍 ∶= 𝑍(𝑆). Let  be a saturated fusion system over 𝑆 such that all subgroups
of 𝑆 of order 𝑝 are  -conjugate.

It turns out that there is a fusion system  fulfilling Hypothesis 6.1 if and only if 𝑝 ∈ {2, 3, 5, 7};
for odd 𝑝 this can be seen from the classification theorem by Ruiz and Viruel [48]. More precisely,
we obtain the following lemma.

Lemma 6.2. Hypothesis 6.1 holds if and only if we are in one of the following cases.

∙ 𝑝 = 2 and  is realized by 𝐴6.
∙ 𝑝 = 3 and  is realized by 2𝐹4(2)′ or 𝐽4.
∙ 𝑝 = 5 and  is realized by 𝑇ℎ.
∙ 𝑝 = 7 and  is one of the three exotic fusion systems discovered by Ruiz and Viruel [48].

Proof. Suppose first that 𝑝 = 2 so that 𝑆 ≅ 𝐷8. Then there are precisely two elementary abelian
subgroups of order 4, which are the only candidates for  -essential subgroups. Indeed, all invo-
lutions are  -conjugate if and only if both of them are essential, in which case  is the 2-fusion
system of 𝐴6.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 87

Suppose now that 𝑝 is odd. In this case, the claim follows essentially from the list provided
by Ruiz–Viruel [48, table 1.1]. To see this it should be noted that all elements of order 𝑝 are  -
conjugate if and only if all of the 𝑝 + 1 elementary abelian subgroups of 𝑆 of order 𝑝2 are in the
set  𝑒𝑐-rad of  -centric  -radical elementary abelian subgroups. □

Assume Hypothesis 6.1. One easily observes that the 2-fusion system of 𝐴6 is of characteristic
2-type. Therefore, it follows from Lemma 5.4 that the fusion system  is always of characteristic
𝑝-type and thus the associated subcentric linking locality is a punctured group. As discussed in
Remark 2.25, this leads to a host of examples for punctured groups + over  that are modulo
a partial normal 𝑝′-subgroup isomorphic to a subcentric linking locality over  . One can ask
whether there are more examples. Indeed, the next theorem tells us that this is the case if and
only if 𝑝 = 3. For 𝑝 ∈ {5, 7} our two theorems below depend on the classification of finite simple
groups.

Theorem 6.3. Under Hypothesis 6.1, there exists a punctured group (+, Δ+, 𝑆) over  such that
+∕𝑂𝑝′(

+) is not a subcentric linking locality if and only if 𝑝 = 3.

It seems that for 𝑝 = 3, the number of 3′-reduced punctured groups over  is probably also
severely limited. However, as we do not want to get into complicated and lengthy combinatorial
arguments, we will not attempt to classify them all. Instead, we will prove the following theorem,
which leads already to the construction of interesting examples.

Theorem6.4. AssumeHypothesis 6.1. Suppose that+ is a punctured group over such that+| 𝑐

is a centric linking locality over  . Then + is 𝑝′-reduced. Moreover, up to a rigid isomorphism, +

is uniquely determined by the isomorphism type of𝑁+(𝑍), and one of the following holds:

(a) + is the subcentric linking system for  ; or
(b) 𝑝 = 3,  is the 3-fusion system of the Tits group 2𝐹4(2)

′ and𝑁+(𝑍) ≅ 3𝑆6; or
(c) 𝑝 = 3,  is the 3-fusion system of 𝑅𝑢 and of 𝐽4, and 𝑁+(𝑍) ≅ 3#Aut(𝐴6) or an extension of

3𝐿3(4) by a field or graph automorphism.

Conversely, each of the cases listed in (a)-(c) occurs in an example for +.

Here the notation𝐴#𝐵 is as in [26, p. 261], namely it describes a group𝑋 with normal subgroup
𝑁 ≅ 𝐴 and quotient 𝑋∕𝑁 ≅ 𝐵, and such that 𝑁 ≰ 𝑍(𝑋) and 𝑋 does not split over 𝑁. In the case
3#Aut(𝐴6), this is the unique extension of the quasisimple group 3𝐴6 by Out(3𝐴6) ≅ 𝐶2 × 𝐶2.
Before beginning the proof, we make some remarks. The 3-fusion systems of 𝑅𝑢 and 𝐽4 are

isomorphic. For 𝐺 = 𝑅𝑢 and 𝑆 a Sylow 3-subgroup of 𝐺, one has 𝑁𝐺(𝑍(𝑆)) ≅ 3#Aut(𝐴6) [26,
table 5.3r], so the punctured group + in Theorem 6.4(c) is the punctured group of 𝑅𝑢 at the
prime 3 (for example, as our theorem tells us that + is uniquely determined by the isomorphism
type of𝑁+(𝑍)). Using the classification of finite simple groups, this can be shown to be the only
punctured group in (b) or (c) that is isomorphic to the punctured group of a finite group. For exam-
ple, when𝐺 = 𝐽4, one has𝑁𝐺(𝑍(𝑆)) ≅ (6𝑀22) ⋅ 2. The 3-fusion system of 6𝑀22 is constrained and
isomorphic to that of 3𝑀21 = 3𝐿3(4) and also that of 3𝑀10 = 3(𝐴6.2), where the extension 𝐴6.2

is nonsplit (see [26, table 5.3c]). If we are in the situation of Theorem 6.4(c) and 𝑁+(𝑍(𝑆)) is an
extension of 3𝐿3(4) by a field automorphism, then 𝑁+(𝑍(𝑆)) is a section of 𝑁𝐺(𝑍(𝑆)). Also, for
𝐺 = 2𝐹4(2)

′, the normalizer in 𝐺 of a subgroup of order 3 is solvable [37, Proposition 1.2].
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88 HENKE et al.

By Lemma 6.2, for 𝑝 ∈ {2, 5, 7}, there are also saturated fusion systems over 𝑆, in which all sub-
groups of order 𝑝 are conjugate. Moreover, for 𝑝 = 5, the only such fusion system is the fusion
system of the Thompson sporadic group. It should be noted here that the Thompson group is of
local characteristic 5, and thus its punctured group is just the subcentric linking locality. The three
exotic fusion systems at the prime 7, whichwere discovered by Ruiz and Viruel, are of characteris-
tic 7-type. As our theorem shows, for each of these fusion systems, the subcentric linking locality
is the only associated punctured group extending the centric linking locality.
We will now start to prove Theorems 6.3 and 6.4 in a series of lemmas. If Hypothesis 6.1 holds

and+ is a punctured group over  , then𝑀0 ∶= 𝑁+(𝑍) is a finite group containing 𝑆 as a Sylow
𝑝-subgroup. Moreover, 𝑍 is normal in 𝑀0. These properties are preserved if we replace 𝑀0 by
𝑀 ∶= 𝑀0∕𝑂𝑝′(𝑀0) and identify 𝑆 with its image in𝑀. Moreover, we have 𝑂𝑝′(𝑀) = 1. We ana-
lyze the structure of such a finite group 𝑀 in the following lemma. Most of our arguments are
elementary. However, for 𝑝 ⩾ 5, we need the classification of finite simple groups in the form of
knowledge about the Schur multipliers of finite simple groups to show in case (b) that 𝑝 = 3.

Lemma 6.5. Let𝑀 be a finite group with a Sylow 𝑝-subgroup 𝑆 ≅ 𝑝1+2+ . Assume that 𝑍 ∶= 𝑍(𝑆) is
normal in𝑀 and 𝑂𝑝′(𝑀) = 1. Then one of the following holds:

(a) 𝑆 ⊴ 𝑀 and 𝐶𝑀(𝑆) ⩽ 𝑆, or
(b) 𝑝 = 3, 𝑆 ⩽ 𝐹∗(𝑀), and 𝐹∗(𝑀) is quasisimple with 𝑍(𝐹∗(𝑀)) = 𝑍.

Proof. Assume first that 𝑆 ⊴ 𝑀. In this casewe have [𝑆, 𝐸(𝑀)] = 1 and thus 𝑆 ∩ 𝐸(𝑀) ⩽ 𝑍(𝐸(𝑀)).
So, by [3, 33.12], 𝐸(𝑀) is a 𝑝′-group. As we assume 𝑂𝑝′(𝑀) = 1, this implies 𝐸(𝑀) = 1 and
𝐹∗(𝑀) = 𝑂𝑝(𝑀) = 𝑆. Therefore, (a) holds.
Thus, for the remainder of the proof, we will assume that 𝑆 is not normal in 𝑀, and we will

show (b). First we prove

𝐸(𝑀) ≠ 1. (6.1)

Suppose 𝐸(𝑀) = 1 and set 𝑃 = 𝑂𝑝(𝑀). Note that 𝑍 ⩽ 𝑃. As 𝑂𝑝′(𝑀) = 1, we have 𝑃 = 𝐹∗(𝑀), so
𝐶𝑀(𝑃) ⩽ 𝑃 and 𝑃 ≠ 𝑍. As we assume that 𝑆 is not normal in𝑀, we have moreover 𝑃 ≠ 𝑆. If 𝑃 is
elementary abelian of order 𝑝2, then𝑀∕𝑃 acts on 𝑃 and normalizes 𝑍, thus it embeds into a Borel
subgroup of𝐺𝐿2(𝑝). If 𝑝 = 2 and 𝑃 is cyclic of order 4 thenAut(𝑃) is a 2-group. So, 𝑆 is in any case
normal in𝑀 and this contradicts our assumption. Thus, (6.1) holds.
We can now show that

𝑝 divides |𝑍(𝐾)| for some component 𝐾 of𝑀. (6.2)

First note that 𝑝 divides |𝐾| for each component 𝐾 of𝑀. For otherwise, if 𝑝 does not divide |𝐾|
for some 𝐾, then 1 < 𝐾 ⩽ 𝑂𝑝′(𝐸(𝑀)) ⩽ 𝑂𝑝′(𝑀) = 1, a contradiction.
Supposing (6.2) is false, 𝑍(𝐸(𝑀)) is a 𝑝′-group and thus by assumption trivial. Hence, 𝐸(𝑀) is

a direct product of simple groups. As 𝑍 is normal in 𝑀, [𝑍, 𝐸(𝑀)] = 1 and thus 𝑍 ∩ 𝐸(𝑀) = 1.
As the 𝑝-rank of 𝑀 is two and 𝑝 divides |𝐾| for each component 𝐾, there can be at most one
component, call it 𝐽, which is then simple and normal in 𝑀. As 𝑝 divides |𝐽| and 𝐽 is normal
in𝑀, it follows that 𝑆 ∩ 𝐽 ≠ 1. But then [𝑆 ∩ 𝐽, 𝑆] ⩽ 𝐽 ∩ 𝑍 = 1 and so 𝑆 ∩ 𝐽 = 𝑍 is normal in 𝐽, a
contradiction. Thus, (6.2) holds.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 89

Next we will show that

𝐾 = 𝐹∗(𝑀) is quasisimple with 𝑆 ⩽ 𝐾 and 𝑍(𝐾) = 𝑍. (6.3)

To prove this fix a component 𝐾 of𝑀 such that 𝑝 divides |𝑍(𝐾)|. Then 𝑝 divides |𝐾|∕|𝑍(𝐾)| by
[3, 33.12]. If 𝑆 is not a subgroup of𝐾, then𝐾∕𝑍(𝐾) is a perfect groupwith cyclic Sylow𝑝-subgroups,
so 𝑍(𝐾) is a 𝑝′-group by [3, 33.14], a contradiction. Therefore, 𝑆 ⩽ 𝐾. If there were a component 𝐿
of𝑀 different from 𝐾, then we would have [𝑆 ∩ 𝐿, 𝐿] ⩽ [𝐾, 𝐿] = 1, that is, 𝐿 would have a central
Sylow 𝑝-subgroup. However, we have seen above that 𝑝 divides the order of each component, so
we would get a contradiction to [3, 33.12]. Hence,𝐾 = 𝐹∗(𝐺) is the unique component of𝑀. Note
that 𝑂𝑝′(𝑍(𝐾)) ⩽ 𝑂𝑝′(𝑀) = 1 and thus 𝑍(𝐾) is a 𝑝-group. As [𝑍, 𝐾] = 1, this implies 𝑍 = 𝑍(𝐾).
Thus, (6.3) holds.
To prove (b), it remains to show that 𝑝 = 3. Assume first that 𝑝 = 2 so that 𝑆 ≅ 𝐷8. ThenAut(𝑆)

is a 2-group and thus𝑁𝐾(𝑆) = 𝑆𝐶𝐾(𝑆). Hence,with 𝐾̄ = 𝐾∕𝑍, we have𝑁𝐾̄(𝑆̄) = 𝐶𝐾̄(𝑆̄). Therefore,
𝐾̄ has a normal 𝑝-complement by Burnside’s theorem (see, e.g., [34, 7.2.1]), a contradiction that
establishes 𝑝 ≠ 2.
For 𝑝 ⩾ 5, we appeal to the account of the Schur multipliers of the finite simple groups given in

[26, chapter 6] to conclude that, by the classification of the finite simple groups, 𝐾∕𝑍(𝐾)must be
isomorphic to 𝐿𝑚(𝑞) with 𝑝 dividing (𝑚, 𝑞 − 1), or to 𝑈𝑚(𝑞) with 𝑝 dividing (𝑚, 𝑞 + 1). But each
group of this form has Sylow 𝑝-subgroups of order at least 𝑝4, a contradiction. □

Lemma 6.6. Assume Hypothesis 6.1 and let (+, Δ+, 𝑆) be a punctured group over  . Then the
following hold.

(a) If 𝑃 ∈ Δ+ with |𝑃| ⩾ 𝑝2, then𝑁+(𝑃) is Sylow 𝑝-constrained and thus 𝑝-constrained.
(b) If 𝑝 ≠ 3 then, upon identifying 𝑆 with its image in +∕𝑂𝑝′(

+), the triple (+∕𝑂𝑝′(
+), Δ+, 𝑆)

is a subcentric linking locality over  .

Proof. If 𝑃 ∈ Δ+ with |𝑃| ⩾ 𝑝2, then 𝑆 = 𝑁𝑆(𝑃) is a Sylow 𝑝-subgroup of 𝑁+(𝑃). As 𝑃 is nor-
mal in 𝑁+(𝑃) and 𝐶𝑆(𝑃) ⩽ 𝑃, it follows that 𝑁+(𝑃) is Sylow 𝑝-constrained. Thus, (a) holds by
Lemma 2.37.
Assume now 𝑝 ≠ 3. As all subgroups of order 𝑝 are by assumption  -conjugate, we have by

Lemma 2.7(b) and Lemma 2.9(a) that 𝑁+(𝑃) ≅ 𝑀 ∶= 𝑁+(𝑍) for every 𝑃 ∈ Δ+ with |𝑃| = 𝑝.
Moreover, by Lemma 6.5, 𝑀∕𝑂𝑝′(𝑀) has a normal Sylow 𝑝-subgroup and is thus in particu-
lar Sylow 𝑝-constrained. Hence, using (a) and Lemma 2.37, we can conclude that 𝑁+(𝑃) is
𝑝-constrained for every 𝑃 ∈ Δ+. Therefore, by Proposition 2.36, the triple (+∕𝑂𝑝′(

+), Δ+, 𝑆)

is a locality over  of objective characteristic 𝑝. As Δ+ =  𝑠 by Lemma 5.4, part (b) follows. □

Note that Lemma 6.6 proves one direction of Theorem 6.3, whereas the other direction would
follow from Lemma 6.2 and Theorem 6.4. Therefore, we will focus now on the proof of Theo-
rem6.4 and thus consider punctured groups that restrict to the centric linking system. If+ is such
a punctured group, then we will apply Lemma 6.5 to 𝑁+(𝑍). To do this, we need the following
two lemmas.

Lemma 6.7. Let𝑀 be a finite group with a Sylow 𝑝-subgroup 𝑆 ≅ 𝑝1+2+ . Assume that 𝑍 ∶= 𝑍(𝑆) is
normal in𝑀 and 𝐶𝑀(𝑉) ⩽ 𝑉 for every subgroup 𝑉 of 𝑆 of order at least 𝑝2. Then 𝑂𝑝′(𝑀) = 1.
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90 HENKE et al.

Proof. Set 𝑈 = 𝑂𝑝′(𝑀). As 𝑍 is normal in 𝑀, it centralizes 𝑈. So, 𝑆̄ = 𝑆∕𝑍 acts on 𝑈. Let 𝑥 ∈
𝑆 − 𝑍(𝑆). Then setting 𝑉 = ⟨𝑥, 𝑧⟩, the centralizer 𝐶𝑀(𝑉) contains the 𝑝′-group 𝐶𝑈(𝑥̄). So, our
hypothesis implies 𝐶𝑈(𝑥̄) = 1. Hence, by [34, 8.3.4(b)], 𝑈 = ⟨𝐶𝑈(𝑥̄) ∶ 𝑥̄ ∈ 𝑆̄#⟩ = 1. □

Lemma 6.8. Assume Hypothesis 6.1 and let (+, Δ+, 𝑆) be a punctured group over  such that
+| 𝑐 is a centric linking locality over  . If we set𝑀 ∶= 𝑁+(𝑍) the following conditions hold:

(a) 𝑆 is a Sylow 𝑝-subgroup of𝑀 and 𝑍 is normal in𝑀,
(b) 𝑆(𝑀) = 𝑁 (𝑍) = 𝑁 (𝑆), and
(c) 𝐶𝑀(𝑉) ⩽ 𝑉 for each subgroup 𝑉 of 𝑆 of order 𝑝2.

Proof. Property (a) is clearly true.Moreover, by Lemmas 2.9(b) and 5.4, we have𝑆(𝑀) = 𝑁 (𝑍) =

𝑁 (𝑆), so (b) holds. Set Δ =  𝑐. By assumption  ∶= +|Δ is a centric linking locality. So, by
[28, Proposition 1(d)], we have 𝐶(𝑉) ⊆ 𝑉 for every 𝑉 ∈ Δ. Hence, for every subgroup 𝑉 ∈ Δ, we
have𝐶𝑀(𝑉) ⊆ 𝐶+(𝑉) = 𝐶(𝑉) ⊆ 𝑉, where the equality follows from the definition of = +|Δ.
As every subgroup of 𝑆 of order at least 𝑝2 contains its centralizer in 𝑆, each such subgroup is
 -centric. Therefore, (c) holds. □

Lemma6.9. AssumeHypothesis 6.1 and let (+, Δ+, 𝑆) be a punctured group over such that ∶=

+| 𝑐 is a centric linking locality over  . Set 𝑀 ∶= 𝑁+(𝑍). Then one of the following conditions
holds:

(a) 𝑆 ⊴𝑀, the group 𝑀 is a model for 𝑁 (𝑍) = 𝑁 (𝑆), and (+, Δ+, 𝑆) is a subcentric linking
locality over  ;

(b) 𝑝 = 3,  is the 3-fusion system of the Tits group 2𝐹4(2)
′ and𝑀 ≅ 3𝑆6; or

(c) 𝑝 = 3,  is the 3-fusion system of 𝑅𝑢 and of 𝐽4, and𝑀 ≅ 3#Aut(𝐴6) or an extension of 3𝐿3(4)
by a field or graph automorphism.

Moreover, in either of the cases (b) and (c), 𝑁Out(𝑆)(Out (𝑆)) is a Sylow 2-subgroup of Out(𝑆) ≅
𝐺𝐿2(3), and every element of𝑁Aut(𝑆)(Aut (𝑆)) extends to an automorphism of𝑀.

Proof. Set Δ =  𝑐. By Lemmas 6.7 and 6.8, we have 𝑂𝑝′(𝑀) = 1, 𝑆(𝑀) = 𝑁 (𝑍) = 𝑁 (𝑆) and
𝐶𝑀(𝑆) ⩽ 𝑆. In particular, if 𝑆 ⊴𝑀, then𝑀 is amodel for𝑁 (𝑍) = 𝑁 (𝑆). For any𝑃 ∈ Δ, the group
𝑁+(𝑃) = 𝑁(𝑃) is of characteristic𝑝. AsΔ+ = Δ ∪ 𝑍 , if 𝑆 ⊴𝑀, the punctured group (+, Δ+, 𝑆)

is of objective characteristic 𝑝 and thus (a) holds.
So, assume now that 𝑆 is not normal in𝑀. By Lemma 6.5, we have then 𝑝 = 3, 𝐾 ∶= 𝐹∗(𝑀) is

quasisimple, 𝑆 ⩽ 𝐾 and 𝑍 = 𝑍(𝐾). Set𝑀 ∶= 𝑀∕𝑍 and𝐺 ∶= 𝐾. Let 1 ≠ 𝑥 ∈ 𝑆. Then the preimage
𝑉 of ⟨𝑥⟩ in 𝑆 has order at least 32. Thus, by Lemma 6.8(c), we have 𝐶𝑀(𝑉) ⩽ 𝑉. A 3′-element in
the preimage of 𝐶𝐺(𝑥) = 𝐶𝐺(𝑉) in 𝐾 acts trivially on 𝑉 and 𝑍 = 𝑍(𝐾). Thus, it is contained in
𝐶𝑀(𝑉) ⩽ 𝑉 and therefore trivial. Hence, we have

𝐶𝐺(𝑥) = 𝑆 for every 1 ≠ 𝑥 ∈ 𝑆. (6.4)

Notice also that𝐺 is a simple groupwith Sylow 3-subgroup 𝑆, which is elementary abelian of order
32. Moreover, Aut𝐺(𝑆) is contained in a Sylow 2-subgroup of Aut(𝑆) ≅ 𝐺𝐿2(3), and such a Sylow
2-group is semidihedral of order 16. In particular, if Aut𝐺(𝑆) has 2-rank at least 2, then Aut𝐺(𝑆)
contains a conjugate of every involution in Aut(𝑆), which is impossible because of (6.4). Hence,
Aut𝐺(𝑆) has 2-rank one, and is thus either cyclic of order at most 8 or quaternion of order 8 (and
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 91

certainly nontrivial by [34, 7.2.1]). By a result of Smith and Tyrer [51],Aut𝐺(𝑆) is not cyclic of order
2. Using (6.4), it follows from [29, Theorem 13.3] that 𝐺 ≅ 𝐿2(9) ≅ 𝐴6 if Aut𝐺(𝑆) is cyclic of order
4, and from a result of Fletcher [23, Lemma 1] that 𝐺 ≅ 𝐿3(4) (and thus Aut𝐺(𝑆) is quaternion) if
Aut𝐺(𝑆) is of order 8.
It follows from Lemma 6.8(b) that Aut𝑀(𝑆) = Aut (𝑆). As 𝐶𝑀(𝑆) = 𝑍 and 𝐶𝐺(𝑆) = 𝑆 by (6.4),

we have Aut𝐺(𝑆) ≅ 𝑁𝐺(𝑆)∕𝐶𝐺(𝑆) = 𝑁𝐾(𝑆)∕𝑆 ≅ Aut𝐾(𝑆)∕ Inn(𝑆) = Out𝐾(𝑆). Hence,

Out𝐺(𝑆) ≅ Aut𝐺(𝑆) ≅ Out𝐾(𝑆) ⩽ Out𝑀(𝑆) = Out (𝑆).

As 𝑝 = 3, it follows from Lemma 6.2 that  is the 3-fusion system of the Tits group or the 3-fusion
system of 𝐽4.
Consider first the case that  is the 3-fusion system of the Tits group 2𝐹4(2), which has

Out (𝑆) ≅ 𝐷8. Then Out𝐺(𝑆) cannot be quaternion, that is, we have Out𝐺(𝑆) ≅ 𝐶4 and 𝐺 = 𝐴6.
So, conclusion (b) of the lemma holds, as 𝑆6 is the only twofold extension of 𝐴6 whose Sylow
3-normalizer has dihedral Sylow 2-subgroups. By [48, Lemma 3.1], we have Out(𝑆) ≅ 𝐺𝐿2(3). It
follows from the structure of this group that 𝑁Out(𝑆)(Out (𝑆)) ≅ 𝑆𝐷16 is a Sylow 2-subgroup of
Out(𝑆). As𝑀 ≅ 3𝑆6 has an outer automorphism group of order 2, it follows that every element of
𝑁Aut(𝑆)(Aut (𝑆)) extends to an automorphism of𝑀.
Assume now that  is the 3-fusion system of 𝐽4, so that Out (𝑆) ≅ 𝑆𝐷16. An extension of 3𝐴6

with these datamust be 3#Aut(𝐴6). Suppose nowAut𝐺(𝑆) ≅ 𝑄8 and𝐺 ≅ 𝐿3(4). Then𝑀must be a
twofold extension of 𝐿3(4). However, a graph-field automorphism centralizes a Sylow 3-subgroup,
and so 𝑀 must be an extension of 𝐿3(4) by a field or a graph automorphism. Hence, (c) holds
in this case. If (c) holds, then Out𝑀(𝑆) = Out (𝑆) ≅ 𝑆𝐷16 is always a self-normalizing Sylow 2-
subgroup inOut(𝑆) ≅ 𝐺𝐿2(3). In particular, every element of𝑁Aut(𝑆)(Aut (𝑆)) extends to an inner
automorphism of𝑀. This proves the assertion. □

Note that the previous lemma shows basically that, for any punctured group (+, Δ+, 𝑆) over 
that restricts to a centric linking locality, one of the conclusions (a)–(c) in Theorem 6.4 holds. To
give a complete proof of Theorem 6.4, we will also need to show that each of these cases actually
occurs in an example. To construct the examples, we will need the following two lemmas. The
reader might want to recall the definition of Δ(𝑀) from Example 2.6

Lemma 6.10. Let𝑀 be a finite group isomorphic to 3𝑆6 or 3#Aut(𝐴6) or an extension of 3𝐿3(4) by
a field or graph automorphism. Let 𝑆 be a Sylow 3-subgroup of𝑀. Then 𝑆 ≅ 31+2+ and, writing Δ for
all subgroups of 𝑆 of order 32, we have Δ(𝑀) = 𝑁𝑀(𝑆). Moreover, 𝑆(𝑀) = 𝑆(𝑁𝑀(𝑆)).

Proof. It iswell-known that𝑀 has in all cases a Sylow3-subgroup isomorphic to 31+2+ . By definition
of Δ(𝑀), clearly 𝑁𝑀(𝑆) ⊆ Δ(𝑀). Moreover, if g ∈ Δ(𝑀), then there exists 𝑃 ∈ Δ such that
𝑃g ⩽ 𝑆. Note that 𝑍 ∶= 𝑍(𝑆) ⊴ 𝑀 and 𝑀 ∶= 𝑀∕𝑍 has a normal subgroup 𝐾 isomorphic to 𝐴6

or 𝐿3(4). Denote by 𝐾 the preimage of 𝐾 in 𝑀. Then 𝑆 ⩽ 𝐾 and by a Frattini argument, 𝑀 =

𝐾𝑁𝑀(𝑆). Hence, we can write g = 𝑘ℎ with 𝑘 ∈ 𝐾 and ℎ ∈ 𝑁𝑀(𝑆). To prove that g ∈ 𝑁𝑀(𝑆) and
thus Δ(𝑀) ⊆ 𝑁𝑀(𝑆), it is sufficient to show that 𝑘 ∈ 𝑁𝑀(𝑆). Note that 𝑃𝑘 = (𝑃g )ℎ

−1
⩽ 𝑆. As 𝑆

is abelian, fusion in 𝐾 is controlled by 𝑁𝐾(𝑆). So, there exists 𝑥 ∈ 𝐾 such that 𝑘𝑥−1 ∈ 𝐶𝐾(𝑃). As
𝐾 ≅ 𝐴6 of 𝐿3(4) and 𝑃 is a nontrivial 3-subgroup of 𝐾, one sees that 𝐶𝐾(𝑃) = 𝑆. Hence, 𝑘𝑥−1 ∈ 𝑆

and 𝑘 ∈ 𝑁𝑀(𝑆). This shows Δ(𝑀) = 𝑁𝑀(𝑆). By Alperin’s Fusion Theorem, we have 𝑆(𝑀) =

𝑆(Δ(𝑀)) = 𝑆(𝑁𝑀(𝑆)). □
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92 HENKE et al.

Lemma 6.11. Assume Hypothesis 6.1. If (, Δ, 𝑆) is a centric linking locality over  , then 𝑁(𝑍) =

𝑁(𝑆). In particular,𝑁(𝑍) is a group that is a model for𝑁 (𝑆).

Proof. By Lemma 5.4, we have 𝑁 (𝑍) = 𝑁 (𝑆). So, 𝑍 ⊴ 𝑆 is a fully  -normalized sub-
group such that every proper overgroup of 𝑍 is in Δ and 𝑂𝑝(𝑁 (𝑍)) = 𝑆 ∈ Δ. Hence, by [28,
Lemma 7.1], 𝑁(𝑍) is a subgroup of  that is a model for 𝑁 (𝑍) = 𝑁 (𝑆). As 𝑁(𝑆) ⊆ 𝑁(𝑍)

is by Lemma 2.9(b) a model for 𝑁 (𝑆), and a model for a constrained fusion system is by [2,
Theorem III.5.10] unique up to isomorphism, it follows that 𝑁(𝑍) = 𝑁(𝑆). □

We are now in a position to complete the proof of Theorem 6.4.

Proof of Theorem 6.4. Assume Hypothesis 6.1. By Lemma 6.9, for every punctured group
(+, Δ+, 𝑆) over that restricts to a centric linking locality, one of the cases (a)–(c) of Theorem 6.4
holds. It remains to show that each of these cases actually occurs in an example and thatmoreover
the isomorphism type of 𝑁+(𝑍) determines (+, Δ+, 𝑆) uniquely up to a rigid isomorphism.
By Lemma 5.4, we have 𝑁 (𝑍) = 𝑁 (𝑆) and  𝑠 is the set of nontrivial subgroups of 𝑆. Hence,

the subcentric linking locality (𝑠, 𝑠, 𝑆) over  is always a punctured group over 𝑆. Moreover,
it follows from Lemma 2.9(b) that 𝑁𝑠 (𝑍) is a model for 𝑁 (𝑍) = 𝑁 (𝑆) and thus 𝑆 is normal in
𝑁𝑠 (𝑍) by [2, Theorem III.5.10]. So, case (a) of Theorem 6.4 occurs in an example. Moreover, if
(∗, Δ+, 𝑆) is a punctured group such that∗|Δ is a centric linking locality and𝑁∗(𝑍) ≅ 𝑁𝑠 (𝑍),
then 𝑁∗(𝑍) has a normal Sylow 𝑝-subgroup and is thus by Lemma 6.9 a subcentric linking
locality. Hence, by Theorem 2.21, (∗, Δ+, 𝑆) is rigidly isomorphic to (𝑠, 𝑠, 𝑆).
We are now reduced to the case that 𝑝 = 3 andwe are looking at punctured groups in which the

normalizer of 𝑍 does not have a normal Sylow 3-subgroup. So, assume now 𝑝 = 3. By Lemma 6.2,
 is the 3-fusion system of the Tits group or of 𝐽4. Let𝑀 always be a finite group containing 𝑆 as
a Sylow 3-subgroup and assume that one of the following holds:

(b’)  is the 3-fusion system of the Tits group 2𝐹4(2)
′ and𝑀 ≅ 3𝑆6; or

(c’)  is the 3-fusion system of 𝐽4, and 𝑀 ≅ 3#Aut(𝐴6) or an extension of 3𝐿3(4) by a field or
graph automorphism.

In either case, one checks that 𝐶𝑀(𝑆) ⩽ 𝑆. Moreover, if (b’) holds, then Out (𝑆) ≅ 𝐷8 and
𝑁𝑀(𝑆) ≅ 31+2+ ∶ 𝐷8. As Out(𝑆) ≅ 𝐺𝐿2(3) has Sylow 2-subgroups isomorphic to 𝑆𝐷16 and more-
over, 𝑆𝐷16 has a unique subgroup isomorphic to 𝐷8, it follows that Out𝑀(𝑆) and Out (𝑆) are
conjugate in Out(𝑆). Similarly, if (c’) holds, then Out (𝑆) ≅ 𝑆𝐷16 and Out𝑀(𝑆) are both Sylow 2-
sugroups of Out(𝑆) and thus conjugate in Out(𝑆). Hence,𝑁𝑀(𝑆) is always isomorphic to a model
for 𝑁 (𝑆) and, replacing𝑀 by a suitable isomorphic group, we can and will always assume that
𝑁𝑀(𝑆) is a model for 𝑁 (𝑆). We have then in particular that 𝑁 (𝑆) = 𝑆(𝑁𝑀(𝑆)).
Pick now a centric linking locality (, Δ, 𝑆) over 𝑆. By Lemma 6.11, 𝑁(𝑍) is a model for

𝑁 (𝑆). Hence, by the model theorem [2, Theorem III.5.10(c)], there exists a group isomorphism
𝜆∶ 𝑁(𝑍) → 𝑁𝑀(𝑆) that restricts to the identity on 𝑆. By Lemma 6.10, we have 𝑁𝑀(𝑆) = Δ(𝑀)

and 𝑆(𝑀) = 𝑆(𝑁𝑀(𝑆)) = 𝑁 (𝑆) = 𝑁 (𝑍). Note that 𝑁𝑀(𝑆) and Δ(𝑀) are actually equal as
partial groups and the group isomorphism 𝜆 can be interpreted as a rigid isomorphism from𝑁(𝑍)

to Δ(𝑀). So, [14, Hypothesis 5.3] holds with 𝑍 in place of 𝑇. As Δ =  𝑐 is the set of all subgroups
of 𝑆 of order at least 32 and as all subgroups of 𝑆 of order 3 are  -conjugate, the set Δ+ of non-
identity subgroups of 𝑆 equals Δ ∪ 𝑍 . So, by [14, Theorem 5.14], there exists a punctured group
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 93

(+(𝜆), Δ+, 𝑆) over  with𝑁+(𝜆)(𝑍) ≅ 𝑀. Thus we have shown that all the cases listed in (a)-(c)
of Theorem 6.4 occur in an example.
Let now (∗, Δ+, 𝑆) be any punctured group over  such that ′ ∶= ∗|Δ is a centric linking

locality and 𝑁∗(𝑍) ≅ 𝑀. Pick a group isomorphism 𝜑∶ 𝑀 → 𝑀∗ ∶= 𝑁∗(𝑍) such that 𝑆𝜑 = 𝑆.
Then 𝜑|𝑆 is an automorphism of 𝑆 with (𝜑|𝑆)−1Aut𝑀(𝑆)𝜑|𝑆 = Aut𝑀∗(𝑆). Recall that 𝑆(𝑀) =

𝑁 (𝑆), Moreover, by Lemma 2.9(b), we have 𝑆(𝑀
∗) = 𝑁 (𝑍) = 𝑁 (𝑆). Hence, Aut𝑀(𝑆) =

Aut (𝑆) = Aut𝑀∗(𝑆) and 𝜑|𝑆 ∈ 𝑁Aut(𝑆)(Aut (𝑆)). So, by Lemma 6.9, there exists 𝜓 ∈ Aut(𝑀)

such that 𝜓|𝑆 = 𝜑|𝑆 . Then 𝜇 ∶= 𝜓−1𝜑 is an isomorphism from𝑀 to𝑀∗ = 𝑁∗(𝑍) that restricts to
the identity on 𝑆 = 𝑁𝑆(𝑍). Moreover, by Theorem 2.20, there exists a rigid isomorphism 𝛽∶  →

′. Therefore, by [14, Theorem 5.15(a)], there exists a rigid isomorphism from (+(𝜆), Δ+, 𝑆) to
(∗, Δ+, 𝑆). This shows that a punctured group (+, Δ+, 𝑆) over  , which restricts to a centric
linking locality, is up to a rigid isomorphism uniquely determined by the isomorphism type of
𝑁+(𝑍). □

Proof of Theorem 6.3. Assume Hypothesis 6.1. If 𝑝 ≠ 3, then it follows from Lemma 6.6 that
+∕𝑂𝑝′(

+) is a subcentric linking locality for every every punctured group (+, Δ+, 𝑆) over 𝑆.
On the other hand, if 𝑝 = 3, then Theorem 6.4 together with Lemma 6.2 gives the existence of a
punctured group (+, Δ+, 𝑆) over  such that 𝑂𝑝′(+) = 1 and 𝑁+(𝑍) is not of characteristic 𝑝,
that is, such that +∕𝑂𝑝′(

+) is not a subcentric linking locality. □

APPENDIX A: NOTATION AND BACKGROUND ON GROUPS OF LIE TYPE

We record here some generalities on algebraic groups and finite groups of Lie type that are needed
in Section 4. Our main references are [11, 26], and [9], as these references contain proofs for all of
the background lemmas we need.
Fix a prime 𝑝 and a semisimple algebraic group 𝐺 over 𝔽𝑝. Let 𝑇 be a maximal torus of 𝐺,𝑊 =

𝑁
𝐺
(𝑇)∕𝑇 the Weyl group, and let 𝑋(𝑇) = Hom(𝑇, 𝔽

×

𝑝) be the character group. Let 𝑋𝛼 = {𝑥𝛼(𝜆) ∣

𝜆 ∈ 𝔽𝑝} denote a root subgroup, namely a closed 𝑇-invariant subgroup isomorphic 𝔽𝑝. The root
subgroups are indexed by the roots of 𝑇, the characters 𝛼 ∈ 𝑋(𝑇)with 𝑥𝛼(𝜆)𝑡 = 𝑥𝛼(𝛼(𝑡)𝜆) for each
𝑡 ∈ 𝑇. The character group 𝑋(𝑇) is written additively: for each 𝛼, 𝛽 ∈ 𝑋(𝑇) and each 𝑡 ∈ 𝑇, we
write (𝛼 + 𝛽)(𝑡) = 𝛼(𝑡)𝛽(𝑡). For each 𝑛 ∈ 𝑁

𝐺
(𝑇), 𝛼 ∈ 𝑋(𝑇), and 𝑡 ∈ 𝑇 we write (𝑛𝛼)(𝑡) = 𝛼(𝑡𝑛)

for the induced action of 𝑁
𝐺
(𝑇) action on 𝑋(𝑇).

Let Σ(𝑇) be the set of 𝑇-roots 𝛼 ∈ 𝑋(𝑇), and let 𝑉 = ℝ⊗ℤ 𝑋(𝑇) be the associated real inner
product space with 𝑊-invariant inner product (, ). We regard 𝑋(𝑇) as a subset of 𝑉, and write
𝑤𝛼 ∈ 𝑊 for the reflection in the hyperplane 𝛼⟂.
For each root 𝛼 ∈ Σ(𝑇) and each 𝜆 ∈ 𝔽

×

𝑝 , let 𝑛𝛼(𝜆), ℎ𝛼(𝜆) ∈ ⟨𝑋𝛼, 𝑋−𝛼⟩ be the images of the ele-
ments [ 0 −𝜆−1

𝜆 0
], [ 𝜆 0

0 𝜆−1
] under the homomorphism 𝑆𝐿2(𝔽𝑝) → 𝐺 that sends [ 1 0

𝑢 1 ] to 𝑥𝛼(𝑢) and
[ 1 𝑣0 1 ] to 𝑥−𝛼(𝑣). Thus,

𝑛𝛼(𝜆) = 𝑥𝛼(𝜆)𝑥−𝛼(−𝜆
−1)𝑥𝛼(𝜆) and ℎ𝛼(𝜆) = 𝑛𝛼(1)

−1𝑛𝛼(𝜆), (A.1)

and 𝑛𝛼(1) represents𝑤𝛼 for each 𝛼 ∈ Σ. We assume throughout that parameterizations of the root
groups have been chosen so that the Chevalley relations of [26, 1.12.1] hold.
Although Σ(𝑇) is defined in terms of characters of the maximal torus 𝑇, it will be conve-

nient to identify Σ(𝑇) with an abstract root system Σ inside some standard Euclidean space
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94 HENKE et al.

ℝ𝑙, (, ), via a 𝑊-equivariant bijection that preserves sums of roots [26, 1.9.5]. We’ll write also 𝑉
for this Euclidean space. The symbol Π denotes a fixed but arbitrary base of Σ.
The maps ℎ𝛽 ∶ 𝔽

×

𝑝 → 𝑇, defined above for each 𝛽 ∈ Σ, are algebraic homomorphisms lying in

the group of cocharacters𝑋∨(𝑇) ∶= Hom(𝔽
×

𝑝, 𝑇). Composition induces a𝑊-invariant perfect pair-
ing 𝑋(𝑇) ⊗ℤ 𝑋

∨(𝑇) → ℤ defined by 𝛼 ⊗ ℎ ↦ ⟨𝛼, ℎ⟩, where ⟨𝛼, ℎ⟩ is the unique integer such that
𝛼(ℎ(𝜆)) = 𝜆⟨𝛼,ℎ⟩ for each 𝜆 ∈ 𝔽

×

𝑝 . As Σ contains a basis of𝑉, we can identify𝑉
∗ withℝ⊗ℤ 𝑋

∨(𝑇),
and view 𝑋∨(𝑇) ⊆ 𝑉∗ via this pairing. Under the identification of 𝑉 with 𝑉∗ via 𝑣 ↦ (−, 𝑣),
for each 𝛽 ∈ Σ there is 𝛽∨ ∈ 𝑉 such that (−, 𝛽∨) = ⟨−, ℎ𝛽⟩ in 𝑉∗, namely the unique element
such that (𝛽, 𝛽∨) = 2 and such that 𝑤𝛽 is reflection in the hyperplane ker((−, 𝛽∨)). Thus, when
viewed in𝑉 in this way (as opposed to in the dual space 𝑉∗), 𝛽∨ = 2𝛽∕(𝛽, 𝛽) is the abstract coroot
corresponding to 𝛽. Write Σ∨ = {𝛽∨ ∣ 𝛽 ∈ Σ} ⊆ 𝑉 for the dual root system of Σ.
If we set ⟨𝛼, 𝛽⟩ = (𝛼, 𝛽∨) = 2(𝛼, 𝛽)∕(𝛽, 𝛽) for each pair of roots 𝛼, 𝛽 ∈ Σ, then

⟨𝛼, 𝛽⟩ = ⟨𝛼, ℎ𝛽⟩, (A.2)

where the first is computed in Σ, and the second is the pairing discussed above. Equivalently,

𝑥𝛼(𝜇)
ℎ𝛽(𝜆) = 𝑥𝛼(𝜆

⟨𝛼,𝛽⟩𝜇) (A.3)

for each 𝛼, 𝛽 ∈ Σ, each 𝜇 ∈ 𝔽𝑝, and each 𝜆 ∈ 𝔽
×

𝑝 .
Additional Chevalley relations we need are

𝑥𝛼(𝜆)
𝑛𝛽(1) = 𝑥𝑤𝛽(𝛼)(𝑐𝛼,𝛽𝜆), (A.4)

ℎ𝛼(𝜆)
𝑛𝛽(1) = ℎ𝑤𝛽(𝛼)(𝜆), (A.5)

𝑛𝛼(𝜆)
𝑛𝛽(1) = 𝑛𝑤𝛽(𝛼)(𝑐𝛼,𝛽𝜆), (A.6)

𝑛𝛼(1)
2 = ℎ𝛼(−1), (A.7)

where

𝑤𝛽(𝛼) = 𝛼 − ⟨𝛼, 𝛽⟩𝛽
is the usual reflection in the hyperplane 𝛽⟂, and where the 𝑐𝛼,𝛽 ∈ {±1}, in the notation of [26,
Theorem 1.12.1], are certain signs that depend on the choice of the Chevalley generators. This
notation is related to the signs 𝜂𝛼,𝛽 in [11, chapter 6] by 𝑐𝛼,𝛽 = 𝜂𝛽,𝛼.
Important tools for determining the signs 𝑐𝛼,𝛽 in certain cases are proved in [11, Proposi-

tions 6.4.2 and 6.4.3], and we record several of those results here.

Lemma A.1. Let 𝛼, 𝛽 ∈ Σ be linearly independent roots.

(1) 𝑐𝛼,𝛼 = −1 and 𝑐−𝛼,𝛼 = −1.
(2) 𝑐−𝛼,𝛽 = 𝑐𝛼,𝛽 .
(3) 𝑐𝛼,𝛽𝑐𝑤𝛽(𝛼),𝛽 = (−1)⟨𝛼,𝛽⟩.
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 95

(4) If the 𝛽-root string through 𝛼 is of the form

𝛼 − 𝑠𝛽,… , 𝛼, … , 𝛼 + 𝑠𝛽

for some 𝑠 ⩾ 0, that is, if 𝛼 and 𝛽 are orthogonal, then 𝑐𝛼,𝛽 = (−1)𝑠 .

Proof. The first three listed properties are proved in [11, Proposition 6.4.3]. By the proof of that
proposition, there are signs 𝜖𝑖 ∈ {±1} such that 𝑐𝛼,𝛽 = (−1)𝑠

𝜖0⋯𝜖𝑠−1
𝜖0⋯𝜖𝑟−1

, whenever the 𝛽-root string
through 𝛼 is of the form 𝛼 − 𝑠𝛽,… , 𝛼, … , 𝛼 + 𝑟𝛽. When 𝛼 and 𝛽 are orthogonal, we have 𝑟 − 𝑠 =⟨𝛼, 𝛽⟩ = 0, and hence 𝑐𝛼,𝛽 = (−1)𝑠. □

Lemma A.2. The following hold.

(1) For each 𝛼, 𝛽 ∈ Σ, we have

𝛼(ℎ𝛽(𝜆)) = 𝜆⟨𝛼,𝛽⟩.
(2) The maximal torus 𝑇 is generated by the ℎ𝛼(𝜆) for 𝛼 ∈ Σ and 𝜆 ∈ 𝔽

×

𝑝 . If 𝐺 is simply connected,
and 𝜆𝛼 ∈ 𝔽×𝑝 are such that

∏
𝛼∈Π ℎ𝛼(𝜆𝛼) = 1, then 𝜆𝛼 = 1 for all 𝛼 ∈ Π. Thus,

𝑇 =
∏
𝛼∈Π

ℎ𝛼(𝔽
×

𝑝),

and ℎ𝛼 is injective for each 𝛼.
(3) If 𝛽, 𝛼1, … , 𝛼𝑘 ∈ Σ and 𝑛1, … , 𝑛𝑘 ∈ ℤ are such that 𝛽∨ = 𝑛1𝛼

∨
1
+⋯ + 𝑛𝑘𝛼

∨
𝑘
, then

ℎ𝛽(𝜆) = ℎ𝛼1(𝜆
𝑛1)⋯ℎ𝛼𝑘 (𝜆

𝑛𝑘 ).

(4) Define

Φ∶ ℤΣ∨ × 𝔽
×

𝑝 ⟶ 𝑇 by Φ(𝛼∨, 𝜆) = ℎ𝛼(𝜆).

ThenΦ is bilinear andℤ[𝑊]-equivariant. It induces a surjectiveℤ[𝑊]-module homomorphism
ℤΣ∨ ⊗ℤ 𝔽

×

𝑝 → 𝑇 that is an isomorphism if 𝐺 is of universal type.

Proof. (1) is the statement in (A.2) and is part of [26, Remark 1.9.6]. We refer to [9, Lemma 2.4(c)]
for a proof, which is based on the treatment in Carter [11, pp. 97–100]. Part (2) is proved in [9,
Lemma 2.4(b)], and part (3) is [9, Lemma 2.4(d)]. Finally, part (4) is proved in [9, Lemma 2.6]. □

Proposition A.3. For each subgroup 𝑋 ⩽ 𝑇,

𝐶
𝐺
(𝑋) = 𝐶

𝐺
(𝑋)◦𝐶𝑁

𝐺
(𝑇)(𝑋).

The connected component 𝐶
𝐺
(𝑋)◦ is generated by 𝑇 and the root groups 𝑋𝛼 for those roots 𝛼 ∈ Σ

whose kernel contains 𝑋. In particular, if 𝑋 = ⟨ℎ𝛽(𝜆)⟩ for some 𝛽 ∈ Σ and some 𝜆 ∈ 𝔽
×

𝑝 having
multiplicative order 𝑟, then

𝐶
𝐺
(𝑋)◦ = ⟨𝑇,𝑋𝛼 ∣ 𝛼 ∈ Σ, 𝑟 divides ⟨𝛼, 𝛽⟩⟩.
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96 HENKE et al.

Proof. See [9, Proposition 2.5], which is based on [12, Lemma 3.5.3]. The referenced result covers
all but the last statement, which then follows from the previous parts and Lemma A.2(1), given
the definition of 𝑟. □

Proposition A.4. Let 𝐺 be a simply connected, simple algebraic group over 𝔽𝑝, let 𝑇 be a maximal
torus of 𝐺, and let 𝑇𝑟 = {𝑡 ∈ 𝑇 ∣ 𝑡𝑟 = 1} with 𝑟 > 1 prime to 𝑝. Then one of the following holds.

(1) 𝐶
𝐺
(𝑇𝑟) = 𝑇 and𝑁

𝐺
(𝑇𝑟) = 𝑁

𝐺
(𝑇).

(2) 𝑟 = 2, 𝐶
𝐺
(𝑇𝑟) = 𝑇⟨𝑤0⟩ for some element 𝑤0 ∈ 𝑁

𝐺
(𝑇) inverting 𝑇, and𝑁

𝐺
(𝑇𝑟) = 𝑁

𝐺
(𝑇).

(3) 𝑟 = 2, and 𝐺 = 𝑆𝑝2𝑛(𝔽𝑝) for some 𝑛 ⩾ 1.

Proof. By Lemma A.2(2) and as 𝐺 is simply connected, the torus is direct product of the images
of the coroots for fundamental roots:

𝑇 =
∏
𝛼∈Π

ℎ𝛼(𝔽
×

𝑝). (A.8)

Thus, if 𝜆 ∈ 𝔽
×

𝑝 is a fixed element of order 𝑟, then 𝑇𝑟 is the direct product of ⟨ℎ𝛼(𝜆)⟩ as 𝛼 ranges
over Π.
We first look at 𝐶

𝐺
(𝑇𝑟)

◦, using Proposition A.3. By Lemma A.2(1), 𝑇𝑟 is contained in the kernel
of a root 𝛽 if and only if 𝛽(ℎ𝛼(𝜆)) = 𝜆⟨𝛽,𝛼⟩ = 1 for all simple roots 𝛼, that is, if ⟨𝛽, 𝛼⟩ is divisible by
𝑟 for each fundamental root 𝛼. Let Σ𝑟 be the set of all such roots 𝛽. For each 𝛼 ∈ Π, the reflection
𝑤𝛼 sends a root 𝛽 to 𝛽 − ⟨𝛽, 𝛼⟩𝛼. Hence, 𝛽 ∈ Σ𝑟 if and only if 𝑤𝛼(𝛽) ∈ Σ𝑟 because ⟨−,−⟩ is linear
in the first component. As theWeyl group is generated by𝑤𝛼, 𝛼 ∈ Π, it follows that Σ𝑟 is invariant
under the Weyl group. By [31, Lemma 10.4C], and as 𝐺 is simple,𝑊 is transitive on all roots of
a given length, and so either Σ𝑟 = ∅, or Σ𝑟 contains all long roots or all short ones. Thus, by [31,
table 1], we conclude that either Σ𝑟 = ∅, or 𝑟 = 2, each root in Π ∩ Σ𝑟 is long, and each 𝛼 ∈ Π

not orthogonal to 𝛽 is short and has angle 𝜋∕4 or 3𝜋∕4 with 𝛽. Now by inspection of the Dynkin
diagrams corresponding to irreducible root systems, we conclude that the latter is possible only if
Σ = 𝐴1 = 𝐶1, 𝐶2, or 𝐶3. Thus, either 𝐶𝐺(𝑇𝑟)

◦ = 𝑇 or (3) holds.
So, we may assume that 𝐶

𝐺
(𝑇𝑟)

◦ = 𝑇. Now 𝑁
𝐺
(𝑇) ⩽ 𝑁

𝐺
(𝑇𝑟) because 𝑇𝑟 is characteristic in 𝑇.

As 𝐶
𝐺
(𝑇𝑟)

◦ = 𝑇, also 𝑇 is normalized by 𝑁
𝐺
(𝑇𝑟), so 𝑁𝐺

(𝑇) = 𝑁
𝐺
(𝑇𝑟). For 𝑟 ⩾ 3, it follows from

[9, Lemma 2.7] that 𝐶𝑁
𝐺
(𝑇)(𝑇𝑟) = 𝑇, completing the proof of (1) in this case.

Assume now that 𝑟 = 2 and (1) does not hold. Let 𝐵 ∶= 𝐶𝑊(𝑇2) ⩽ 𝑊 = 𝑁
𝐺
(𝑇)∕𝑇. To complete

the proof, we need to show 𝐵 = ⟨−1𝑉⟩ or else (3) holds. Here we argue as in Case 1 of the proof of
[9, Proposition 5.13].
LetΛ = ℤΣ∨ be the lattice of coroots, and fix 𝜆 ∈ 𝔽

×

𝑝 of order 4. ThemapΦ𝜆 ∶ Λ → 𝑇 defined by
Φ𝜆(𝛼

∨) = ℎ𝛼(𝜆) is a𝑊-equivariant homomorphism by Lemma A.2(3). As 𝐺 is simply connected,
this homomorphism has kernel 4Λ, image 𝑇4, and it identifies Λ∕2Λ with 𝑇2, by Lemma A.2(2).
As 𝐵 acts on 𝑇4 and centralizes 𝑇2, we have [𝑇4, 𝐵] ⩽ 𝑇2 ⩽ 𝐶𝑇(𝐵), so 𝐵 acts quadratically on 𝑇4.

As 𝐵 acts faithfully on 𝑇4 by (1), it follows that 𝐵 is a 2-group.
Assume that 𝐵 ≠ ⟨−1𝑉⟩. If 𝐵 is of 2-rank 1 with center ⟨−1𝑉⟩ then by assumption there is some

𝑏 ∈ 𝐵 with 𝑏2 = −1𝑉 . In this case, 𝑏 endows 𝑉 with the structure of a complex vector space, and
so 𝑏 does not centralize Λ∕2Λ, a contradiction. Thus, there is an involution 𝑏 ∈ 𝐵 that is not
−1𝑉 . Let 𝑉 = 𝑉+ ⊕ 𝑉− be the decomposition of 𝑉 into the sum of the eigenspaces for 𝑏, and
set Λ± = Λ ∩ 𝑉±. Fix 𝑣 ∈ Λ, and write 𝑣 = 𝑣+ + 𝑣− with 𝑣± ∈ 𝑉±. Then 2𝑣− = 𝑣 − 𝑣𝑏 = [𝑣, 𝑏] ∈
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PUNCTURED GROUPS FOR EXOTIC FUSION SYSTEMS 97

𝑉− ∩ 2Λ = 2Λ−. So, 𝑣− ∈ Λ−, and then 𝑣+ ∈ Λ+. This shows thatΛ = Λ+ ⊕ Λ− withΛ± ≠ 0. The
hypotheses of [9, Lemma 2.8] thus hold, and so 𝐺 = 𝑆𝑝2𝑛(𝔽𝑝) for some 𝑛 ⩾ 2 by that lemma. □
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