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ABSTRACT

With technology for digital photography and high resolution
displays rapidly evolving and gaining popularity, there is a
growing demand for blind image quality assessment (BIQA)
models for high resolution images. Unfortunately, the pub-
licly available large scale image quality databases used for
training BIQA models contain mostly low or general reso-
lution images. Since image resizing affects image quality,
we assume that the accuracy of BIQA models trained on low
resolution images would not be optimal for high resolution
images. Therefore, we created a new high resolution image
quality database (HRIQ), consisting of 1120 images with res-
olution of 2880 × 2160 pixels. We conducted a subjective
study to collect the subjective quality ratings for HRIQ in a
controlled laboratory setting, resulting in accurate MOS at
high resolution. To demonstrate the importance of a high res-
olution image quality database for training BIQA models to
predict mean opinion scores (MOS) of high resolution im-
ages accurately, we trained and tested several traditional and
deep learning based BIQA methods on different resolution
versions of our database. The database is publicly available
in https://github.com/jarikorhonen/hriq.

Index Terms— Image database, high resolution, subjec-
tive image quality assessment

1. INTRODUCTION

Image Quality Assessment (IQA) is required to evaluate the
perceived impact of distortions in images induced during cap-
ture, compression, transmission, and display. In many appli-
cations, IQA is essential to optimize the quality of the images
presented to the user. In general, IQA methods can be divided
in two categories: subjective and objective IQA. In subjective
IQA, image quality is assessed by human observers to ob-
tain a subjective quality score, such as MOS, for each image.
Subjective IQA is time-consuming and expensive, but since
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(a) Patch from the original image. (b) Full image resized.

Fig. 1. Comparison of the visual effects of blur at high and
low resolutions. Figure (a) shows a patch of 512 × 384 pix-
els cropped from the original image of 2880 × 2160 pixels,
and Figures (b) shows the corresponding full image resized to
512× 384 pixels.

perceived quality is by definition based on human judgement,
subjective ratings are necessary to obtain the ground truth
MOS [1]. In contrast, objective IQA methods aim at predict-
ing the ground truth MOS directly from the image without
human involvement. Compared with subjective IQA, objec-
tive IQA is more efficient and easier to use. However, sub-
jective IQA is still needed for training, testing and calibrating
the objective IQA methods.

Since training of objective IQA methods typically re-
quire a large amount of image data annotated with ground
truth MOS labels, subjective image quality databases are par-
ticularly important. During the past twenty years, a large
number of IQA databases have been created. The traditional
databases, such as IVC [2], LIVE [3], TID2008 [4], CSIQ [5],
TID2013 [6], and CID2013 [7] have a limited variety of con-
tents and contain mostly artificial distortions. LIVE-itW [8],
published in 2016, is the first large-scale database (over 1,000
images) with authentic in-capture distortions. Recently, even
larger databases with over 10,000 images have been pub-
lished. KoNIQ-10k [1] is a natural image quality database
with subjective scores collected via crowdsourcing on the
internet, and SPAQ [9] is an image quality database focus-
ing on smartphone images rated in a lab-based study. Large
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image quality databases with artificial distortions are also
available [10, 11] contains artificially distorted images rated
via crowdsourcing.

In this paper, we focus on images with authentic distor-
tions, such as typical consumer photographs taken with smart-
phones or standard digital cameras. In this type of images,
low-level distortions, such as sensor noise or subtle out-of-
focus blur, will be easily noticed by human assessors at the
original high resolution. However, those distortions will dis-
appear when the image is downsized. This is demonstrated
in Fig. 1, showing a comparison of two images after cropping
and resizing, respectively. As the example shows, blurriness
is very obvious in the cropped image, whereas the downsized
version looks clean and sharp. Furthermore, the resolution
and physical size of the display, as well as viewing distance,
also impact the perceived quality. Viewing a high resolution
image on a small screen with high pixel density, such as high
quality smartphone display, has essentially similar effect as
image downsizing on a large monitor with standard pixel den-
sity. In addition, we assume that the mental process of assess-
ing a high resolution image that does not fit in the human
central field of view on a large display differs from the pro-
cess of assessing a small image occupying only part of the
display. For these reasons, we cannot assume that the BIQA
models giving accurate results for low resolution images will
also give accurate results for high resolution images.

Unfortunately, the resolutions of the images used for ac-
quiring MOS for the publicly available large scale natural im-
age quality databases tend to be relatively low. Most of the
images in LIVE-itW database [8] have resolution of 500 ×
500 pixels only. KoNIQ-10k database uses higher resolu-
tion of 1024× 768 [1], which is still well below the standard
Full HD display resolution of 1920 × 1080. PDAP-HDDS
database [10] includes 12, 000 images in Full HD resolution,
but the distortions have been generated artificially. SPAQ
database includes high resolution original images, but low
resolution version of the images with the longest side con-
strained to 512 pixels were used to collect the subjective rat-
ings [9], and therefore the subjective ratings do not accurately
represent the quality of the original full resolution images.
Cross-resolution image quality database KonX [12] includes
high resolution images of 2048×1536, but the database com-
prises only 420 source images. It is also worth noting that
the subjective ratings for LIVE-itW, KoNIQ-10k, and KonX
databases were collected in the internet, and therefore the re-
sults incorporate a mixture of different display devices and
viewing conditions. Apparently, there is a demand for a new
large scale image quality database with high resolution con-
tent with natural distortions, rated in a controlled laboratory
environment with a large high resolution display.

In this paper, we aim to fill the gap in high resolution sub-
jective image quality databases and introduce the highest res-
olution natural image quality database to date. The database
consists of 1120 images captured with a variety of devices

including standard digital cameras and smartphones. The im-
ages were rated by 175 test subjects using a high resolution
monitor in a laboratory environment with controlled viewing
conditions. To verify the usefulness of the database for train-
ing and testing BIQA methods for high resolution images, we
experimented several commonly used BIQA methods, repre-
senting the state-of-the-art, on different resolution versions of
our database (2880 × 2160, 1024 × 768, 512 × 384). The
experimental results support our hypothesis that BIQA mod-
els trained and tested with the low resolution version do not
achieve optimal performance.

2. DATABASE CREATION

HRIQ database was created in three stages. First, we manu-
ally selected the source material and processed it by cropping
and resizing to a fixed resolution. Second, we conducted a
subjective quality assessment study to obtain quality ratings
for computing MOS for each image. Third, we analyzed the
subjective results to remove potential outliers. In this Section,
the database creation process is described in detail.

2.1. Content Collection

In this work, our goal was to create a database with typi-
cal consumer photos taken with non-professional devices in
everyday life for sharing in social media or saving in a pri-
vate album. To ensure that our database is a relatively accu-
rate representation of real world consumer photos, the images
were selected from the private albums of the authors, taken
with mainstream capture devices such as Android and Ap-
ple phones and standard DSLR cameras. The images have a
high diversity of content, including daily life scenes such as
buildings, people, vehicles, food, text slogans, etc., as well as
natural scenes such as sky, ocean, plants, and animals. The
content includes daytime and night scenes, taken under ar-
tificial light and different weather conditions outdoors. The
dataset is also geographically diverse, as the photos are taken
in several different countries and continents. In terms of dis-
tortion, the images contain a variety of authentic distortions,
including noise, out-of-focus blur, motion blur, overexposure,
underexposure, low contrast, incorrect saturation, and com-
bined distortions. Moreover, we have selected a wide range
of images with distortions that are easily overlooked at low
resolutions, but can significantly affect ratings at high resolu-
tions, such as subtle out-of-focus blur, sensor noise, etc.

The original source images, captured with several differ-
ent devices, represent a range of resolutions from 4000×3000
to 8000× 6000. The original image format was JPEG, with a
mixture of aspect ratios 4:3 and 16:9. Since the resolutions of
standard consumer displays are typically much lower, we re-
sized the images to 2880× 2160. Before resizing, the images
with aspect ratio of 16:9 were cropped vertically in the cen-
ter to obtain 4:3 aspect ratio. We chose the final resolution of



2880×2160, because the native resolution of the display used
in the study is 3840× 2160; therefore, the final images would
occupy the full height of the display. The remaining area of
the screen would be reserved for the user interface. The as-
pect ratio of 4:3 was chosen as it is the original aspect ratio
of most of the source images. The PIL library in Python was
used for cropping and resizing the images to retain the highest
possible quality in resizing. For testing different BIQA mod-
els on different resolutions, we also created 1024 × 768 and
512 × 384 resolution versions of the images; however, only
2880× 2160 resolution was used for subjective testing.

2.2. Subjective Quality Assessment Study

Most of the recently published large-scale image quality
databases have been rated by the users in internet-based
crowdsourcing studies. However, it is not realistic to expect
that the most users would have high resolution displays avail-
able. Therefore, our subjective tests were conducted in a lab
environment with controlled conditions to ensure that the dis-
play device and the viewing conditions allow reliable rating
of high resolution images. The test users were recruited at
the campus, which means that the test users were all college
students. We briefly screened the test users to ensure that
they were not color-blind or color-weak, etc. In total, 175 test
users participated in the test. The average age of the partici-
pants was 22 (ranging from 18 to 26), 70% of the users were
male and 30% female, 70% of the participants used glasses,
and 11% of test users had prior IQA-related knowledge and
experience.

In the practical test arrangements, we followed the ITU-T
guidelines [13] for visual quality assessment when practically
applicable. The test was conducted in a peaceful laboratory
room, with four Dell U2720Q 4K monitors of 3840 × 2160
resolution. The lighting environment of the laboratory was
conventional. Each of the 175 test users assessed 160 im-
ages to ensure that each image would be evaluated by 25 dif-
ferent users. We allowed users to adjust the monitor posi-
tion and angle for a convenient viewing experience. To avoid
testing fatigue to affect the results, we instructed the users to
spend approximately 5-10 seconds for assessing each image,
to make sure all the assigned images would be evaluated in
15-30 minutes. The interface of the used testing program is
shown in Fig. 2. The image will occupy most of the screen,
and the rating buttons are located in a small area on the right
side of the screen. The standard five-point absolute category
rating (ACR) scale was used in the experiment, i.e. the scores
and the respective image quality levels were defined as 1: bad,
2: poor, 3: fair, 4: good, 5: excellent.

2.3. Subjective Data Analysis

From the subjective experiment, we obtained 25 ratings for
each image, and first calculated the preliminary MOS scores.
Although we obtained the results in a controlled laboratory

Fig. 2. Subjective rating interface. The 2880 × 2160 resolu-
tion image displayed on a 3840× 2160 monitor takes most of
the screen. The user interface for rating is on the right side of
the screen.

setting, typically giving more reliable ratings than crowd-
sourcing experiments, outlier users still need to be identified
and excluded from the final results. First, for each user, we
calculated the differences between the ratings and the respec-
tive MOS. Then, for each user, we calculated the mean and
standard deviation of the differences between user’s ratings
and MOS.

We observed that the distribution of mean differences and
their standard deviations roughly resemble Gaussian distribu-
tion. Some users seem to give systematically slightly higher
or smaller ratings than the others, but this does not necessarily
mean that they are unreliable, if the difference is consistent.
Therefore, we used standard deviation as our main criterion
for detecting outliers. One user showed significantly higher
standard deviation than the others, indicating that this spe-
cific user had given inconsistently higher and smaller ratings
than the other users for the same images. Therefore, the user
was excluded from the final MOS results.

After excluding the outlier, some of the images have only
24 ratings. Since the subjective quality evaluation was per-
formed in a laboratory, we expect the final MOS results to
be relatively accurate. The final distribution histogram of the
MOS seems relatively even, with a small overrepresentation
of images in the quality range from three to four, as well as
a small underrepresentation of very high quality images with
MOS above 4.5. We assume that the test users were rather
conservative for giving full rating of five.

3. EVALUATING BIQA METHODS ON HRIQ

We evaluated representative BIQA methods on HRIQ with
different resolutions, including traditional methods and deep
learning-based methods. For the traditional BIQA methods,
we selected BIQI [14], BRISQUE [15], DIVINE[16], and
HOSA [17], and we tested the HRIQ database using the pre-
trained models directly. For the deep methods, we selected the



Table 1. Performance of the selected BIQA models on the proposed HRIQ database.

HRIQ2880 HRIQ1024 HRIQ512

Method SROCC PLCC SROCC PLCC SROCC PLCC

DIVINE 0.381 0.422 0.440 0.451 0.272 0.289
BRISQUE 0.063 0.177 0.293 0.331 0.261 0.272

BIQI 0.559 0.572 0.400 0.343 0.185 0.244
HOSA 0.507 0.520 0.475 0.487 0.414 0.434

DBCNN - - 0.895 0.899 0.856 0.863
Koncept512 - - 0.732 0.726 0.700 0.650
HyperIQA 0.848 0.848 0.873 0.879 0.847 0.854

LinearityIQA - - 0.895 0.901 0.846 0.859
MANIQA 0.824 0.824 0.884 0.891 0.899 0.909
HR-BIQA 0.920 0.925 0.904 0.912 0.849 0.859

state-of-the-art BIQA models DBCNN [18], HyperIQA [19],
KonCept512 [1], LinearityIQA [20], and MANIQA [21]. We
also included new high resolution BIQA model HR-BIQA,
inspired by our earlier model RNN-BIQA [22].

To our knowledge, RNN-BIQA is the only prior BIQA
model designed specifically for high-resolution images. It is
a patch-based model, using a deep convolutional neural net-
work (CNN) to extract features from patches, and a separately
trained recurrent neural network (RNN) to obtain the quality
scores from a sequence of feature vectors extracted from the
patches. Unfortunately, RNN-BIQA has been tested on rela-
tively low resolution images only, and in our experiments, it
did not perform optimally on the HRIQ database. Therefore,
we redesigned the model, using a modified ResNet50 CNN
fine-tuned for IQA and vanilla vision transformer (ViT) com-
bined for feature extraction, followed by two RNN streams
for the full resolution and low resolution versions of the in-
put image for spatial pooling and MOS prediction. Due to
the space constraints, detailed description of HR-BIQA is not
given here, but the source code and more details of the model
are available in [23].

In the comparison study, we randomly divided the HRIQ
database into a training set with 80% of the images and a
testing set with 20% of the images. We trained and tested
the models using 24GB RTX3090 GPU, and we repeated the
experiments ten times using different seeds to randomly se-
lect the training and test sets. Default configuration and hy-
perparameters provided by the respective authors were used
for training the benchmark models. For fair comparison, we
used the same partitioning for all the models, as well as dif-
ferent resolution versions of the database. It is worth noting
that we were not able to run DBCNN, KonCept512, and Lin-
earityIQA on the full resolution database, because the GPU
run out of memory. This highlights the challenges of using
BIQA models originally designed for standard images to pre-
dict high resolution image quality.

We evaluated the model performance using Spearman
rank order correlation coefficients (SROCC) and Pearson
linear correlation coefficients (PLCC). The reported results
are the averages of the ten random partitions. From the re-
sults shown in Table 1 we can see that the traditional BIQA
methods do not work well on HRIQ, and the results for the
deep methods are substantially better. Concerning all reso-
lutions, HR-BIQA achieves the best overall performance on
HRIQ2880 with a clear margin.

The results on different resolutions show that BIQI,
HOSA, and HR-BIQA perform the best on the full reso-
lution database, MANIQA shows the best result on the lowest
resolution, and the other models achieve their best results
on medium resolution. This supports our hypothesis that
the state-of-the-art BIQA models designed for standard res-
olution images do not perform optimally on high resolution
images. On the other hand, HR-BIQA achieves state-of-
the-art performance on full resolution, but since it requires
several patches to predict MOS accurately, it performs rela-
tively poorly on low resolution images.

4. CONCLUSIONS

In this paper, we introduce a new high-resolution image qual-
ity database HRIQ, consisting of 1120 images captured in the
wild. All the images were rated by at least 24 users in a con-
trolled laboratory environment. We also performed a com-
prehensive performance evaluation study of different BIQA
models on the HRIQ database, using the original database
and two downsampled versions of the database with lower
resolutions. Our results suggest that even though the state-of-
the-art BIQA models can predict low resolution image quality
accurately, their performance is not optimal for high resolu-
tion input. Substantially better results were obtained by using
a patch-based BIQA model designed for high resolution im-
ages.
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nen, and J. Häkkinen, “Cid2013: A database for evaluat-
ing no-reference image quality assessment algorithms,”
IEEE Transactions on Image Processing, vol. 24, no. 1,
pp. 390–402, 2014.

[8] D. Ghadiyaram and A. Bovik, “Massive online crowd-
sourced study of subjective and objective picture qual-
ity,” IEEE Transactions on Image Processing, vol. 25,
no. 1, pp. 372–387, 2015.

[9] Y. Fang, H. Zhu, Y. Zeng, K. Ma, and Z. Wang, “Percep-
tual quality assessment of smartphone photography,” in
Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, 2020, pp. 3677–3686.

[10] T.-J. Liu, H.-H. Liu, S.-C. Pei, and K.-H. Liu, “A high-
definition diversity-scene database for image quality as-
sessment,” IEEE Access, vol. 6, pp. 45427–45438, 2018.

[11] H. Lin, V. Hosu, and D. Saupe, “Kadid-10k: A
large-scale artificially distorted iqa database,” in 2019
Eleventh International Conference on Quality of Multi-
media Experience (QoMEX). IEEE, 2019, pp. 1–3.

[12] O. Wiedemann, V. Hosu, Shaolin Su, and D. Saupe,
“KonX: cross-resolution image quality assessment,”
Quality and User Experience, vol. 8, no. 8, Aug. 2023.

[13] ITU-R, “Methodology for the subjective assessment of
the quality of television pictures,” ITU-R Recommenda-
tion BT 500-13, 2012.

[14] A. Moorthy and A. Bovik, “A two-step framework for
constructing blind image quality indices,” IEEE Signal
processing letters, vol. 17, no. 5, pp. 513–516, 2010.

[15] A. Mittal, A. Moorthy, and A. Bovik, “No-reference
image quality assessment in the spatial domain,” IEEE
Transactions on image processing, vol. 21, no. 12, pp.
4695–4708, 2012.

[16] A. Moorthy and A. Bovik, “Blind image quality assess-
ment: From natural scene statistics to perceptual qual-
ity,” IEEE transactions on Image Processing, vol. 20,
no. 12, pp. 3350–3364, 2011.

[17] J. Xu, P. Ye, Q. Li, H. Du, Y. Liu, and D. Doermann,
“Blind image quality assessment based on high order
statistics aggregation,” IEEE Transactions on Image
Processing, vol. 25, no. 9, pp. 4444–4457, 2016.

[18] W. Zhang, K. Ma, J. Yan, D. Deng, and Z. Wang, “Blind
image quality assessment using a deep bilinear convolu-
tional neural network,” IEEE Transactions on Circuits
and Systems for Video Technology, vol. 30, no. 1, pp.
36–47, 2018.

[19] S. Su, Q. Yan, Y. Zhu, C. Zhang, X. Ge, J. Sun, and
Y. Zhang, “Blindly assess image quality in the wild
guided by a self-adaptive hyper network,” in Proceed-
ings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, 2020, pp. 3667–3676.

[20] D. Li, T. Jiang, and M. Jiang, “Norm-in-norm loss with
faster convergence and better performance for image
quality assessment,” in Proceedings of the 28th ACM In-
ternational Conference on Multimedia, 2020, pp. 789–
797.

[21] S. Yang, T. Wu, S. Shi, S. Lao, Y. Gong, M. Cao,
J. Wang, and Y. Yang, “Maniqa: Multi-dimension at-
tention network for no-reference image quality assess-
ment,” in Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, 2022, pp.
1191–1200.

[22] J. Korhonen, Y. Su, and J. You, “Consumer image qual-
ity prediction using recurrent neural networks for spatial
pooling,” arXiv preprint arXiv:2106.00918, 2021.

[23] J. Korhonen, H. Huang, and Q. Wan., “High resolution
image quality (HRIQ) database and model,” https:
//github.com/jarikorhonen/hriq, 2023.

https://github.com/jarikorhonen/hriq
https://github.com/jarikorhonen/hriq

	 Introduction
	 Database Creation
	 Content Collection
	 Subjective Quality Assessment Study
	 Subjective Data Analysis

	 Evaluating BIQA methods on HRIQ
	 conclusions
	 References

